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Fig. 18.2. Schematic representation of the Hamiltonian matrix of the Hubbard model with
L = 4, N↑ = 3, N↓ = 2, and periodic boundary conditions

constructed using the projector

Pk =
1
L

L−1∑

j=0

e2πijk/LT j . (18.14)

Clearly, for a given (unsymmetrized) state |n⟩, the state Pk|n⟩ is an eigenstate of T ,

TPk|n⟩ =
1
L

L−1∑

j=0

e2πijk/LT j+1|n⟩ = e−2πik/LPk|n⟩ , (18.15)

where the corresponding eigenvalue is exp(−2πik/L) and 2πk/L is the discrete
lattice momentum. Here we made use of the fact that T L = 1 (on a ring with L
sites, L translations by one site let you return to the origin). This property also
implies exp(−2πik) = 1, hence k has to be an integer. Due to the periodicity of the
exponential, we can restrict ourselves to k = 0, 1, . . . , (L − 1).

The normalization of the state Pk|n⟩ requires some care. We find

P †
k =

1
L

L−1∑

j=0

e−2πijk/LT−j =
1
L

L−1∑

j′=0

e2πij′k/LT j′ = Pk

P 2
k =

1
L2

L−1∑

i,j=0

e2πi(i−j)k/LT i−j =
1
L

L−1∑

j′=0

e2πij′k/LT j′ = Pk , (18.16)

as we expect for a projector. Hence, ⟨n|P †
kPk|n⟩ = ⟨n|P 2

k |n⟩ = ⟨n|Pk|n⟩. For
most |n⟩ the states T j|n⟩ with j = 0, 1, . . . , (L − 1) will differ from each other,
therefore ⟨n|Pk|n⟩ = 1/L. However, some states are mapped onto themselves by a
translation T νn with νn < L, i.e., T νn |n⟩ = eiφn |n⟩ with a phase φn (usually 0 or
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†
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1.1 Popular games in Monaco 9

are well behaved. Many successful Monte Carlo algorithms contain exact
sampling as a key ingredient.

Markov-chain sampling, on the other hand, forces us to be much more
careful with all aspects of our calculation. The critical issue here is the
correlation time, during which the pebble keeps a memory of the starting
configuration, the clubhouse. This time can become astronomical. In the
usual applications, one is often satisfied with a handful of independent
samples, obtained through week-long calculations, but it can require
much thought and experience to ensure that even this modest goal is
achieved. We shall continue our discussion of Markov-chain Monte Carlo
methods in Subsection 1.1.4, but want to first take a brief look at the
history of stochastic computing.

1.1.3 Historical origins

The idea of direct sampling was introduced into modern science in the
late 1940s by the mathematician Ulam, not without pride, as one can
find out from his autobiography Adventures of a Mathematician (Ulam
(1991)). Much earlier, in 1777, the French naturalist Buffon (1707–1788)
imagined a legendary needle-throwing experiment, and analyzed it com-
pletely. All through the eighteenth and nineteenth centuries, royal courts
and learned circles were intrigued by this game, and the theory was de-
veloped further. After a basic treatment of the Buffon needle problem,
we shall describe the particularly brilliant idea of Barbier (1860), which
foreshadows modern techniques of variance reduction.

Fig. 1.6 Georges Louis Leclerc, Count
of Buffon (1707–1788), performing the
first recorded Monte Carlo simulation,
in 1777. (Published with permission of
Le Monde.)

The Count is shown in Fig. 1.6 randomly throwing needles of length
a onto a wooden floor with cracks a distance b apart. We introduce

φ

xcenter0 b 2b 3b 4b

rcenter

Fig. 1.7 Variables xcenter and φ in Buffon’s needle experiment. The nee-
dles are of length a.

coordinates rcenter and φ as in Fig. 1.7, and assume that the needles’
centers rcenter are uniformly distributed on an infinite floor. The needles
do not roll into cracks, as they do in real life, nor do they interact with
each other. Furthermore, the angle φ is uniformly distributed between 0
and 2 . This is the mathematical model for Buffon’s experiment.

All the cracks in the floor are equivalent, and there are symmetries
xcenter ↔ b − xcenter and φ ↔ −φ. The variable y is irrelevant to the

Buffon 1777
Statistical Mechanics: 

Algorithms and Computations
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instead, only water molecules with different amounts of 
excitation energy. These may follow any of three paths: 

(a) The excitation energy is lost without dissociation 
into radicals (by collision, or possibly radiation, as in 
aromatic hydrocarbons). 

(b) The molecules dissociate, but the resulting radi-
cals recombine without escaping from the liquid cage. 

(c) The molecules dissociate and escape from the 
cage. In this case we would not expect them to move 
more than a few molecular diameters through the dense 
medium before being thermalized. 

In accordance with the notation introduced by 
Burton, Magee, and Samuel,22 the molecules following 

22 Burton, Magee, and Samuel, J. Chern. Phys. 20, 760 (1952). 

THE JOURNAL OF CHEMICAL PHYSICS 

paths (a) and (b) can be designated H 20* and those 
following path (c) can be designated H 20t. It seems 
reasonable to assume for the purpose of these calcula-
tions that the ionized H 20 molecules will become the 
H 20t molecules, but this is not likely to be a complete 
correspondence. 

In conclusion we would like to emphasize that the 
qualitative result of this section is not critically de-
pendent on the exact values of the physical parameters 
used. However, this treatment is classical, and a correct 
treatment must be wave mechanical; therefore the 
result of this section cannot be taken as an a priori 
theoretical prediction. The success of the radical diffu-
sion model given above lends some plausibility to the 
occurrence of electron capture as described by this 
crude calculation. Further work is clearly needed. 
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AND 

EDWARD TELLER, * Department of Physics, University of Chicago, Chicago, Illinois 
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A general method, suitable for fast computing machines, for investigatiflg such properties as equations of 
state for substances consisting of interacting individual molecules is described. The method consists of a 
modified Monte Carlo integration over configuration space. Results for the two-dimensional rigid-sphere 
system have been obtained on the Los Alamos MANIAC and are presented here. These results are compared 
to the free volume equation of state and to a four-term virial coefficient expansion. 

I. INTRODUCTION 

T HE purpose of this paper is to describe a general 
method, suitable for fast electronic computing 

machines, of calculating the properties of any substance 
which may be considered as composed of interacting 
individual molecules. Classical statistics is assumed, 
only two-body forces are considered, and the potential 
field of a molecule is assumed spherically symmetric. 
These are the usual assumptions made in theories of 
liquids. Subject to the above assumptions, the method 
is not restricted to any range of temperature or density. 
This paper will also present results of a preliminary two-
dimensional calculation for the rigid-sphere system. 
Work on the two-dimensional case with a Lennard-
Jones potential is in progress and will be reported in a 
later paper. Also, the problem in three dimensions is 
being investigated. 

* Now at the Radiation Laboratory of the University of Cali-
fornia, Livermore, California. 

II. THE GENERAL METHOD FOR AN ARBITRARY 
POTENTIAL BETWEEN THE PARTICLES 

In order to reduce the problem to a feasible size for 
numerical work, we can, of course, consider only a finite 
number of particles. This number N may be as high as 
several hundred. Our system consists of a squaret con-
taining N particles. In order to minimize the surface 
effects we suppose the complete substance to be periodic, 
consisting of many such squares, each square contain-
ing N particles in the same configuration. Thus we 
define dAB, the minimum distance between particles A 
and B, as the shortest distance between A and any of 
the particles B, of which there is one in each of the 
squares which comprise the complete substance. If we 
have a potential which falls off rapidly with distance, 
there will be at most one of the distances AB which 
can make a substantial contribution; hence we need 
consider only the minimum distance dAB. 

t We will use two-dimensional nomenclature here since it 
is easier to visualize. The extension to three dimensions is obvious. 
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102 Hard disks and spheres

η = 0.48 η = 0.72

Fig. 2.25 Snapshots of 256 hard disks in a box of size 1 ×
√

3/2 with
periodic boundary conditions (from Alg. 2.9 (markov-disks)).

suppose that below the critical density only liquid-like configurations ex-
ist, and above the transition only solid ones. This first guess is wrong at
low density because a crystalline configuration at high density obviously
also exists at low density; it suffices to reduce the disk radii. Disordered
configurations (configurations without long-range positional or orienta-
tional order) also exist right through the transition and up to the high-
est densities; they can be constructed from large, randomly arranged,
patches of ordered disks. Liquid-like, disordered configurations and solid
configurations of disks thus do not disappear as we pass through the
liquid–solid phase transition density one way or the other; it is only the
balance of statistical weights which is tipped in favor of crystalline con-
figurations at high densities, and in favor of liquid configurations at low
densities.

The Markov-chain hard-disk algorithm is indeed very powerful, be-
cause it allows us to sample configurations at densities and particle
numbers that are far out of reach for direct-sampling methods. How-
ever, it slows down considerably upon entering the solid phase. To see
this in a concrete example, we set up a particular tilted initial condition
for a long simulation with Alg. 2.9 (markov-disks) (see Fig. 2.26). Even
25 billion moves later, that is, one hundred million sweeps (attempted
moves per disk), the initial configuration still shows through in the state
of the system. A configuration independent of the initial configuration
has not yet been sampled.

We can explain—but should not excuse—the slow convergence of the
hard-disk Monte Carlo algorithm at high density by the slow motion
of single particles (in the long simulation of Fig. 2.26, the disk k has
only moved across one-quarter of the box). However, an equilibrium
Monte Carlo algorithm is not meant to simulate time evolution, but
to generate, as quickly as possible, configurations a with probability
π(a) for all a making up the configuration space. Clearly, at a density
η = 0.72, Alg. 2.9 (markov-disks) fails at this task, and Markov-chain
sampling slows down dangerously.
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is easier to visualize. The extension to three dimensions is obvious. 
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suppose that below the critical density only liquid-like configurations ex-
ist, and above the transition only solid ones. This first guess is wrong at
low density because a crystalline configuration at high density obviously
also exists at low density; it suffices to reduce the disk radii. Disordered
configurations (configurations without long-range positional or orienta-
tional order) also exist right through the transition and up to the high-
est densities; they can be constructed from large, randomly arranged,
patches of ordered disks. Liquid-like, disordered configurations and solid
configurations of disks thus do not disappear as we pass through the
liquid–solid phase transition density one way or the other; it is only the
balance of statistical weights which is tipped in favor of crystalline con-
figurations at high densities, and in favor of liquid configurations at low
densities.

The Markov-chain hard-disk algorithm is indeed very powerful, be-
cause it allows us to sample configurations at densities and particle
numbers that are far out of reach for direct-sampling methods. How-
ever, it slows down considerably upon entering the solid phase. To see
this in a concrete example, we set up a particular tilted initial condition
for a long simulation with Alg. 2.9 (markov-disks) (see Fig. 2.26). Even
25 billion moves later, that is, one hundred million sweeps (attempted
moves per disk), the initial configuration still shows through in the state
of the system. A configuration independent of the initial configuration
has not yet been sampled.

We can explain—but should not excuse—the slow convergence of the
hard-disk Monte Carlo algorithm at high density by the slow motion
of single particles (in the long simulation of Fig. 2.26, the disk k has
only moved across one-quarter of the box). However, an equilibrium
Monte Carlo algorithm is not meant to simulate time evolution, but
to generate, as quickly as possible, configurations a with probability
π(a) for all a making up the configuration space. Clearly, at a density
η = 0.72, Alg. 2.9 (markov-disks) fails at this task, and Markov-chain
sampling slows down dangerously.
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�⌧1Ĥ0
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Unbiased method with statistical error 

Aspects of QMC 

Can simulate millions of bosons/quantum spins on a PC, 
thousands of fermions on a cluster

LW, Liu, Imriška, Ma and Troyer, PRX 2015 LW, Shinaoka and Troyer, PRL 2015

LW and Troyer, PRL 2014

…if there is no sign problem!

more accurate if you run it longer

Frontier: compute quantum information quantities 

Quite flexible in terms of temperature, dimension and  
range of interactions



Trotzky, Pollet et al, Nat. Phys, 2010

Calibrator

Time of flight image

Model all details of the experiment

Accurate microscopic model  (including the trap)
Actual size simulation (~300,000 bosons)
Calculate what the experiment should see



Thermometer

adiabatically using a tunable-geometry optical lattice [30]
and detect the number of double occupancies in the lowest
band created by merging. The difference between the
fraction of atoms detected in a singlet (ps) or triplet
(pt0) configuration can be used to compute the spin
correlator

−hSxrSxrþexi − hSyrSyrþexi ¼ ðps − pt0Þ=2; (4)

which is equal to CðexÞ given the SU(2) invariance of the
Hubbard model, Eq. (1).
Results and discussions.—Figure 2(a) shows the calcu-

lated and experimental NN spin correlationversus anisotropy
t=t0; owing to the experimental realization, the interactionU=t
decreases for larger anisotropies in this scan. We find good
agreement between the DCAþ LDA calculation and the
experimental data assuminganentropyper particleS=N in the
rangeof1.4 to1.8.Foranisotropies⪆5 theexperimententersa
regime where corrections to the single band Hubbard model,
Eq. (1), may start to play a role in the shallow optical lattice
[31]. Close to the isotropic limit, the second order high-
temperature series expansion (HTSE) with S=N ¼ 1.7
describes the data well. For increasing anisotropies, the
HTSE becomes unreliable as the expansion parameter βt
reaches 1. The inset of Fig. 2(a) shows that the introduction of
the anisotropy leads to a situation where the temperature
becomes comparable to or lower than the strong tunnel
coupling t. The average CðexÞ increases monotonically with
anisotropy, which is a consequence of both the enhancement
ofcorrelationsforagivenβt andadditionally the increasingβt.
For a fixed anisotropy t=t0 ¼ 7.36, Fig. 2(b) shows the

trap averaged CðexÞ versus entropy per particle (for the
experimental data the horizontal axis denotes the initial
entropy per particle measured before loading into the
lattice). Without any free parameters and assuming no
heating, we find very good agreement for entropies of
1.4kB and above, showing that magnetic effects in the
Hubbard model can be accurately studied in this regime.
For lower entropies, the experimentally measured spin
correlation does not increase further, deviating from the
theoretical prediction. This suggests that additional heating
may have occurred during the optical lattice loading
process, or the system may not have fully equilibrated in
the lattice for the lowest initial entropies. This is an
important outcome of this study not deducible from the
experimental data alone. A similar situation is found in
previous studies of dimerized and simple cubic optical
lattices [11,13]. The inset of Fig. 2(b) shows a comparison
at a different anisotropy t=t0 ¼ 4.21, where similar agree-
ment at high entropies and deviations at low entropies are
found. The observed heating, which varies depending on
the system parameters, may be caused by nonadiabaticity
with respect to changes of the local Hamiltonian, or may be
due to the expected long time scale of density redistribution
within the harmonic trap [32].

The upper horizontal axis of Fig. 2(b) shows the temper-
ature used in the DCAþ LDA calculations. For the lowest
entropy S=N ¼ 1.4, where the experimentally measured
spin correlator matches the theoretical value, the temper-
ature is found to be T ≈ 0.88t. An anisotropic 3D system
prepared at temperatures between the strong and weak
exchange energy along and between the chains effectively

(a)

(b)

FIG. 2 (color online). Comparison of the calculated spin
correlations from DCA þ LDA calculation with the experiment.
(a) NN spin correlation for different anisotropies and interaction
strengths. The entropy per particle before loading into the lattice
is below 1.0 in the experiment. For increasing anisotropy the
interaction U=t decreases from 16.2 to 0.975. Detailed param-
eters are listed in the Supplemental Material [28]. Theoretical
calculations with different entropies per particle are shown as
symbols connected by dashed lines. The solid line shows HTSE
results with S=N ¼ 1.7. The inset shows the inverse temperature
βt versus anisotropy used in the DCAþ LDA calculations.
(b) NN spin correlation as a function of entropy per particle
for t=t0 ¼ 7.36 and U ¼ 1.4375t. The experimental data are
plotted as a function of the initial S=N before loading into the
lattice, and the dashed curve is the theoretical prediction. The
upper axis denotes the corresponding temperature determined
from the DCAþ LDA calculation. For the lowest initial entropies
the measured spin correlation deviates from the expected value.
These experimental data points agree with an approximate
entropy increase of 0.6 possibly caused by heating during lattice
loading. The inset shows a comparison with the experiment at a
different set of parameters (t=t0 ¼ 4.21, U ¼ 2.98t). There,
additional heating may have occurred below 1.8.
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t0 denote the local values of the Hubbard parameters at the centre of
the trap. As seen in Fig. 3b, only a fraction of the atoms in the sample is
near n 5 1, where AFM correlations are maximal. The finite extent of
the lattice beams causes the lattice depth to decrease with distance
from the centre, resulting in an increasing t such that both U/t and
T/t decrease with increasing radius for constant T (see Extended Data
Fig. 1). The radial decrease in T/t causes sp(r) to maximize at the largest
radius for which the density is n < 1. For large U0/t0 the cloud exhibits
an n 5 1 Mott plateau and sp(r) is maximized at the outermost radius
of the plateau.

In the experiment, we measure SQ as a function of U0/t0. At each
value of U0/t0 we vary the atom number N to maximize the measured
Sp (see Methods and Extended Data Fig. 2). According to the picture
presented above, this has the effect of optimizing the size and location
of the n 5 1 region of the cloud such that AFM correlations are max-
imized. The compensation strength g0, which is the same for all U0/t0,
was also adjusted to maximize Sp. We found the optimum to be
g0 5 3.7Er at a lattice depth v0 5 7Er (see Methods). Besides the equi-
librium considerations regarding the optimal size and location of the
Mott plateau, we believe that the dynamical adjustment of g0 during
the lattice turn-on reduces the time for the system to equilibrate, by
minimizing the deviation of the equilibrium density distribution in the
final potential from the starting density distribution in the dimple trap
before loading the lattice.

Figure 4 shows the measured values of Sp and Sh at optimal N for
various values of U0/t0 (see Extended Data Fig. 5 for the raw counts at
the CCD cameras). We find that Sp is peaked for 11 , U0/t0 , 15. In
contrast, the measurements of Sh vary little over the range of inter-
action strengths, consistent with an absence of coherent Bragg scatter-
ing in this direction. Measurements of Sp after hold time in the lattice
show that the Bragg signal decays for larger temperatures (see Extended
Data Fig. 4). Comparing the measured Sp with numerical calculations
for a homogeneous lattice (for example, those in Fig. 3a) allows us to set
a trap-independent upper limit on the temperature, which we deter-
mine to be T/t0 , 0.7.

Precise thermometry is obtained by comparing the measured Sp with
numerical calculations averaged over the trap density distribution for
different values of T. The results of such numerical calculations are
shown in Fig. 4, labelled by the value of T/t*, which we define as the
local value of T/t at the radius where the spin structure factor per lattice
site is maximal (see Fig. 3c). At U0/t0 5 11.1, where measured AFM
correlations are maximal, we find T/t* 5 0.51 6 0.06, where the uncer-
tainty is due to the statistical error in the measured Sp and the systematic

uncertainty in the lattice parameters used for the numerical calculation.
This temperature is consistent with the data at all values of U0/t0. We
warn, however, that for values of U/t . 10 a single-band Hubbard model
may not be adequate, as corrections involving higher bands may become
non-negligible27,29.

As was shown in Fig. 3b, for U0/t0 5 11.1 the dominant contribution
to Sp comes from the outermost radius of the Mott plateau. At that radius,
the local value of U/t is U*/t* 5 9.1, consistent with determinant
quantum Monte Carlo (DQMC) calculations for the homogeneous
lattice12,18,19, which find TN to be maximized for U/t between 8 and 9.
For U0/t0 5 11.1, t* 5 1.3 kHz, so we can infer the temperature of the
system to be T 5 32 6 4 nK. In terms of TN, the temperature is
T/TN 5 1.42 6 0.16. At this temperature, the numerical calculations
indicate that the correlation length is approximately the lattice spa-
cing. The calculations show that the entropy per particle in the trap is
S= N kBð Þ<0:76, where kB is the Boltzmann constant (see Extended Data
Fig. 6). This entropy range is consistent with T/TF measured in the
harmonic dimple trap30 after a lattice round trip, as shown in Extended
Data Fig. 3.

We have observed AFM correlations in the three-dimensional (3D)
Hubbard model using ultracold atoms in an optical lattice via spin-
sensitive Bragg scattering of light. Because magnetic order is extremely
sensitive to T in the vicinity of TN, Bragg scattering provides precise
thermometry in regimes previously inaccessible to quantitative tem-
perature measurements. Whereas previous cold-atom experiments on
the 3D Fermi–Hubbard model were in a temperature regime that could
be accurately represented by a simple high-temperature series expan-
sion, the data presented here are near the limit of the capabilities of
advanced numerical simulations. Our experimental set-up can be con-
figured to study the two-dimensional (2D) Hubbard model in an array
of planes; further progress to lower temperature will put us in a position
to answer questions about competing pairing mechanisms in 2D, and
may ultimately resolve the long-standing question of d-wave super-
conductivity in the Hubbard model.
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Figure 3 | Numerical calculations. a, Spin structure factor per lattice site sp as
a function of n in a homogeneous lattice for several temperatures (see
Methods). sp is sharply peaked near n 5 1 and diverges as T approaches TN.
b, Density profiles calculated at T/t0 5 0.6 for different U0/t0, using in each case
the value of N that maximizes the experimentally measured Sp (see text and
Extended Data Fig. 2). c, Profiles of the local spin structure factor sp(r), for the
same conditions as in b. The vertical green line in b and c marks the radius at
which sp(r) is maximized for U0/t0 5 11.1 (see text).
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Figure 4 | Spin structure factor. Measured Sp (filled circles) and Sh (open
circles) at optimized N (see text) for various U0/t0. The values of the s-wave
scattering length corresponding to U0/t0 for the experimental points are shown
along the top axis. For each point at least 40 in situ and 40 time-of-flight
measurements of the scattered intensities are used to obtain the spin structure
factor. Error bars are obtained from the s.e.m. of the scattered intensities; the
raw data are presented in Extended Data Fig. 5. Numerical calculations of
Sp (open symbols, lines as guide to the eye) and Sh (open symbols, dashed lines
as guide to the eye) are shown for various values of T/t*. The numerical
calculations for Sh are unreliable for T/t* , 0.7 and U0/t0 . 15. Sh decreases
slightly for weak interactions, where the fraction of double occupancies
increases.
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Theoretical guidance

center decreases towards 1, characteristic of a Mott insu-
lator. This Mott insulator has a gap to charge excitations
and thus a low entropy. On the other hand, the metallic
state in the wings, with its low-energy spin and charge
excitations, can act as an entropy sink. Although the central
entropy density changes nonmonotonically with U, even-
tually there is a transfer of entropy from the center to the
wings leading to a Mott core.

During this process the temperature falls from T=t ¼
0:53 to 0:36 " TN . In the final state, the entropy density
sðrÞ at the center is near the critical value for AFM ordering
indicated by the dashed line [17]. We see the growth of
local antiferromagnetic correlations from the nearest-
neighbor spin-spin correlation CnnðrÞ ¼ %hSr & Srþx̂i,
where Sr ¼ 1

2

P
!"!!"c

y
r!cr" is the spin at site r.

Our analysis shows that the adiabatic cooling in a trap
results from entropy redistribution and not from a
Pomeranchuk effect in the homogeneous equation of state
[18,19] as discussed below. In any case, we do not find a
significant Pomeranchuk effect ð@T=@UÞS < 0 in DQMC,
either in 3D [see Fig. 2(a)] or in 2D [20,21].

Another way to cool in a trap is to use adiabatic expan-
sion, a standard cryogenic technique, the results for which
are shown in Fig. 4. We see that as Et=t decreases from
21.93 to 3.28, the core goes from a band insulator to an
antiferromagnetic Mott insulator.
In Figs. 3 and 4, the open symbols used only at the

lowest temperature (T=t ¼ 0:36t) denote regions of the
trap away from half filling where the DQMC sign problem
is significant. In this range we have used a combination of
interpolation and results from smaller systems (for which
the sign problem is less severe).
We now remark on the temperature dependence of the

double occupancy D of the homogeneous system at half
filling, shown in Fig. 5. As T decreases below the U, D is
generally suppressed due to Mott physics, so that
ð@D=@TÞU > 0. At low temperature for intermediate
U=t ¼ 4–6, D shows anomalous behavior in that
ð@D=@TÞU < 0 over a range of T close to TN . By using a
Maxwell relation, ð@D=@TÞU ¼ ð@D=@SÞUð@S=@TÞU ¼
ð@T=@UÞSC=T, so that ð@T=@UÞS < 0, suggesting the pos-
sibility of ‘‘Pomeranchuk cooling’’ [18] by adiabatically
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FIG. 3 (color online). Cooling by increasing interaction: adiabatic evolution of a cloud of N ¼ 1:3( 106 particles with increasing
interaction U for a fixed total entropy per particle S=N ¼ 0:65kB and trap compression Et=t ¼ 3:28. In going from U=t ¼ 0 to 8,
entropy is ultimately transferred from the core to the wings (or outer shell) at r > 70, with S ¼ R1

0 dr4#r2sðrÞ remaining constant. The
integrand 4#r2sðrÞ is shown in the inset.
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FIG. 2 (color online). (a) Constant-entropy curves of a homogeneous system at half filling [17]. There is no clear evidence for
‘‘Pomeranchuk’’ cooling as U is increased adiabatically, in marked contrast to (b). The filled symbols are QMC values for TN from
Ref. [5], and the dashed and dotted curves are weak- and strong-coupling asymptotic forms (see the text). (b) In a harmonic trap with
Et ¼ 3:28t, ramping up U adiabatically produces significant cooling due to entropy redistribution. An AFM state can be produced in
the trap center even for an overall entropy per particle S=N " 0:65kB. (c) Average entropy per particle in a harmonic trap below which
AFM order exists at the center. This is significantly higher than the critical entropy of a homogeneous system.
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What about the sign problem ?
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Is it all positive ?
General solution implies P=NP !   Troyer and Wiese,  2005
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What about the sign problem ?

Bosons: no sign problem if there is no frustration 
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Is it all positive ?
General solution implies P=NP !   Troyer and Wiese,  2005
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How about fermions ?
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Spinful fermions: no sign problem thanks to 
the time-reversal symmetry

= | detM"|2 � 0

M" = M⇤
#

Wu et al, PRB, 2005

Koonin et al, Phys. Rep, 1997
Hands et al, EPJC, 2000

Lang et al, Phys. Rev. C, 1993w(Ck) = detM" ⇥ detM#

Fermion sign problem



Spinful fermions: no sign problem thanks to 
the time-reversal symmetry

= | detM"|2 � 0
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Wu et al, PRB, 2005
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Fermion sign problem

Attractive interaction at any filling on any lattice

Gauge fields are not impossible for fermions !

Repulsive interaction at half-filling on bipartite lattices
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Hofstadter-Hubbard Model
when topology meets interaction



Hofstadter Model 

Chapter 7. Magnetoelectronic structure and fractality

of the lattice for fixed e⇥ective electron mass (straight lines in Fig. 7.5).
These levels follow the usual law:

E = E0 ± �⇥ (B)
�

n +
1
2

⇥
(7.2)

with the cyclotron frequency ⇥ (B) = eB/m⇥ determined by the e�ective
mass of the square lattice band extrema m⇥ = �2(d2E/dk2)�1 = �2/2a2�0.

Figure 7.6.: The Hewlett-Packard
8920A table-top calculator (nick-
named “Rumpelstilzchen”) used by D.
Hofstadter for the numerical solution
of Harper’s equation revealing the
fractal spectrum of lattice electrons in
a magnetic field. (See Fig. 7.5, im-
ages taken from Ref. [88])

7.3. Butterfly and anomalous Landau levels of
graphene

Subsequently to the work of Hofstadter on the square lattice, various
alternative topologies have been studied. The first, obvious choice was
the hexagonal lattice, which has no electron-hole symmetry, leading to
an asymmetric butterfly [55, 102]. The honeycomb lattice was studied
soon after [220], though without reference to the yet-unknown anomalous
quantum Hall e⇥ect of graphene. Finally, special Lieb and Kagome lattice
structures were also studied, featuring graphene-like massless bands in a
square symmetry [22, 130], leading to similar anomalous Landau levels.

The Hofstadter butterfly of a honeycomb lattice is displayed in Fig. 7.7.
At the top and the bottom of the energy spectrum, the structure closely
resembles that of the square lattice. The linear Landau levels are caused
by the massive bands at the �point and can again be described by Eq. (7.2),
this time with an e⇥ective mass of m⇥ = 2�2/3�0d2

CC ⌅ 0.95me. At the Fermi
energy EF however, a very di⇥erent behavior can be observed based on
the massless bands of graphene near the K points (see Sec. 2.2).

As it turns out, the linearized Hamiltonian of graphene near the Fermi
energy can be expressed formally equivalent to the relativistic Dirac equa-
tion in two dimensions. This leads to a very special spectrum that can
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Time-Reversal Invariant Fluxes

Aidelsburger et al, PRL 2013

Kennedy et al, PRL 2013

Quantum Spin Hall Insulator
if load fermions into the lowest band

Realization of the Hofstadter Hamiltonian with ultracold atoms in optical lattices

M. Aidelsburger1,2, M. Atala1,2, M. Lohse1,2, J. T. Barreiro1,2, B. Paredes3 and I. Bloch1,2
1 Fakultät für Physik, Ludwig-Maximilians-Universität,

Schellingstrasse 4, 80799 München, Germany
2 Max-Planck-Institut für Quantenoptik,

Hans-Kopfermann-Strasse 1, 85748 Garching, Germany
3 Instituto de F́ısica Teórica CSIC/UAM

C/Nicolás Cabrera, 13-15 Cantoblanco, 28049 Madrid, Spain
(Dated: August 2, 2013)

We demonstrate the experimental implementation of an optical lattice that allows for the gen-
eration of large homogeneous and tunable artificial magnetic fields with ultracold atoms. Using
laser-assisted tunneling in a tilted optical potential we engineer spatially dependent complex tun-
neling amplitudes. Thereby atoms hopping in the lattice accumulate a phase shift equivalent to the
Aharonov-Bohm phase of charged particles in a magnetic field. We determine the local distribution
of fluxes through the observation of cyclotron orbits of the atoms on lattice plaquettes, showing that
the system is described by the Hofstadter model. Furthermore, we show that for two atomic spin
states with opposite magnetic moments, our system naturally realizes the time-reversal symmetric
Hamiltonian underlying the quantum spin Hall e⇥ect, i.e. two di⇥erent spin components experience
opposite directions of the magnetic field.

PACS numbers: 03.65.Vf, 03.75.Lm,67.85.-d,73.20.-r

Ultracold atoms in optical lattices constitute a unique
experimental setting to study condensed matter Hamil-
tonians in a clean and well controlled environment [1],
even in regimes not accessible to typical condensed mat-
ter systems [2]. Especially intriguing is their promising
potential to realize and probe topological phases of mat-
ter, for example, by utilizing the newly developed quan-
tum optical high-resolution detection and manipulation
techniques [3, 4]. One compelling possibility in this di-
rection is the quantum simulation of electrons moving in
a periodic potential exposed to a large magnetic field, de-
scribed by the Hofstadter-Harper Hamiltonian [5, 6]. For
a filled band of fermions, this model realizes the paradig-
matic example of a topological insulator that breaks
time-reversal symmetry – the quantum Hall insulator.
Moreover, the atomic realization of time-reversal sym-
metric topological insulators based on the quantum spin
Hall e⇤ect [7] promises new insights for spintronic appli-
cations.

The direct quantum simulation of orbital magnetism
in ultracold quantum gases is, however, hindered by the
charge neutrality of atoms, which prevents them from
experiencing a Lorentz force. Overcoming this limitation
through the engineering of synthetic gauge potentials is
currently one of the major areas of cold atom experimen-
tal and theoretical research. E⇤ective artificial magnetic
fields were successfully first accomplished using the Cori-
olis force in a rotating atomic gas [8, 9] and later by
inducing Berry’s phases through the application of Ra-
man lasers [10, 11]. Recently, staggered magnetic fields
in optical lattices were achieved by using laser induced
tunneling in superlattice potentials [12] or through dy-
namical shaking [13]. In one dimension, tunable gauge
fields have been implemented in an e⇤ective “Zeeman lat-
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FIG. 1. Experimental setup. The experiment consists of a
3D optical lattice, where the vertical lattice is used to isolate
di⇥erent planes. The lattice constants within one plane are
given by |d

i

| = �
i

/2, with i = x, y. Along y bare tunneling
with strength J occurs, while tunneling along x is inhibited
by a magnetic field gradient B0. It introduces an energy o⇥set
between neighboring sites of (a) � for |⌅� particles and (b)
�� for |⇧� particles. An additional pair of laser beams (red
arrows) with wave vectors |k

1

| ⌃ |k
2

| = 2⇥/�
K

and frequency
di⇥erence ⇧ = ⇧

1

�⇧
2

= �/~ is used to restore resonant tun-
neling with complex amplitude K. This realizes an e⇥ective
flux of (a) ⌅ = ⇥/2 for |⌅� particles and (b) ⌅ = �⇥/2 for |⇧�
particles.

tice” [14] and using periodic driving [15]. Furthermore,
the free-space spin Hall e⇤ect was also observed using
Raman dressing [16]. In spite of this intense research ef-
fort, the realization of 2D optical lattices that can feature
topological many-body phases has so far been beyond the
reach of experiments.
In this Letter, we demonstrate the realization of an op-
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cf Miyake et al, PRL 2013
and experiments in NIST, Hamburg …

Opposite fluxes for the two spin species 



Hofstadter-Hubbard Model

SuperfluidQSHI

What’s the topological signature of the transition ?

Ĥ = Ĥ"(�) + Ĥ#(��)� U
X

i

n̂i"n̂i#

Aidelsburger et al, PRL 2013

Kennedy et al, PRL 2013
Miyake et al, PRL 2013

LW, Hung and Troyer, PRB 2014 

cf. repulsive interaction
Cocks et al, PRL 2012

cf. same fluxes
Zhai et al, PRL 2010



Locate the transition point

Energy cost of adding 

to the system

𝜙 = 1/3, 1/3 filling 

LW, Hung and Troyer, PRB 2014 



Locate the transition point

Ratio of pairing correlations
C(L/2)
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= F

⇣
(U � Uc)L

1/⌫
⌘



What can we say about topology ? 

Interacting Green’s function Twisted boundary conditions 

Hung et al, PRB, 2013 Lang et al, PRB, 2013

Zhong Wang et al, 2010-2012

Entanglement entropy & spectra 
Assaad et al, 2014 Da Wang et al, 2015

Niu, Thouless, Wu, 1985 Sheng et al, 2006
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Turner et al, 2010
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Flux insertion pumps quantized particle in the QSHI 

Topological Pumping
LW, Hung and Troyer, PRB 2014 

May even be measured in the experiment ! 
Mancini et al, Science 2015 Stuhl et al, Science 2015 Cooper and Rey, PRA 2015 Zeng, Wang and Zhai, PRL, 2015



Sign problem free: Kramers pairs due to the 
time-reversal symmetry

What about the sign problem ?

Koonin et al, Phys. Rep, 1997
Lang et al, Phys. Rev. C, 1993

= | detM"|2 � 0

M" = M⇤
#

w(Ck) = detM" ⇥ detM# Hands et al, EPJC, 2000
Wu et al, PRB, 2005

But, how about this ? 

Spinless fermions

 Meron cluster approach, Chandrasekharan and Wiese, PRL 1999Gubernatis et al, PRB 1985Scalapino et al, PRB 1984
up to 8*8 square lattice and T≥0.3t solves sign problem for V ≥ 2t
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Solutions !
RAPID COMMUNICATIONS
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Solution to sign problems in half-filled spin-polarized electronic systems

Emilie Fulton Huffman and Shailesh Chandrasekharan
Department of Physics, Duke University, Durham, North Carolina 27708, USA

(Received 19 December 2013; revised manuscript received 14 February 2014; published 12 March 2014)

We solve the sign problem in a particle-hole symmetric spin-polarized fermion model on bipartite lattices
using the idea of fermion bags. The solution can be extended to a class of models at half filling but without
particle-hole symmetry. Attractive Hubbard models with an odd number of fermion species can also be solved.
Our solutions should allow us to study quantum phase transitions that have remained unexplored so far due to
sign problems.

DOI: 10.1103/PhysRevB.89.111101 PACS number(s): 71.10.Fd, 71.27.+a, 71.30.+h

Quantum Monte Carlo methods for many-body fermionic
systems in thermal equilibrium usually require one to be
able to rewrite quantum partition functions as a sum over
classical configurations with positive Boltzmann weights that
are computable in polynomial time. Unfortunately, due to the
underlying quantum nature of the problem, the Boltzmann
weights can be negative or even complex in general. Such
expansions are said to suffer from a sign problem [1]. The
discovery of an expansion with positive Boltzmann weights
is referred to as a solution to the sign problem. Solutions to
sign problems in many quantum systems are considered to be
outstanding problems in computational complexity [2].

Traditionally, solutions are based on rewriting the interact-
ing problem as a free fermion problem where fermions only in-
teract with background auxiliary fields [3–6]. The Boltzmann
weight then depends on the determinant of the free fermion
matrix, which can still be negative or complex. However, in
electronic systems, a symmetric treatment of both spin com-
ponents of the electron can sometimes make the Boltzmann
weight positive since it can be written as the product of two real
determinants that come with the same sign [7]. Sign problems
in spin-polarized systems are usually much harder to solve
since the Boltzmann weight contains only a single determinant.
In certain cases the presence of an antiunitary symmetry in the
fermion matrix can help prove the absence of sign problems
even though there is only a single fermion determinant [8].
However, such an approach also usually requires the presence
of an even number of fermion species.

Spin-polarized electronic systems with particle-hole sym-
metry are special since holes can mimic the second species
of fermions. In relativistic systems, particle-hole symmetry
is replaced by charge conjugation symmetry and antiparticles
can play the role of the second species of fermions. Thus
one might expect that solutions to sign problems would
emerge naturally in the presence of particle-hole or charge
conjugation symmetries. However, even in the presence of
these symmetries, it is easy to find models with sign problems
that have remained unsolved. Consider for example, the
tight-binding model of spin-polarized graphene described by
the Hamilton operator

H =
∑

⟨ij⟩
−t(c†i cj + c

†
j ci) + V

(
ni − 1

2

) (
nj − 1

2

)
, (1)

where ⟨ij ⟩ refers to the nearest-neighbor bond connecting
different sublattices on the honeycomb lattice. In this model
the repulsion between the electrons is modeled with a nearest-

neighbor Hubbard-type interaction. The model is well known
as the tV model and was considered on square lattices a
long time ago [9,10]. Although the model has a particle-hole
symmetry, as far as we know its sign problem has not been
solved by traditional methods for any value of V . Thus, it
seems like the tV model at half filling in spin-polarized
systems is more difficult to solve than the traditional Hubbard
model with an on-site U interaction between the two spins.
Unlike the traditional Hubbard model, here the V < 0 model
cannot be mapped into the V > 0 model through a unitary
transformation. In the repulsive case for V ! 2t the sign
problem could indeed be solved using a nontraditional method
called the meron-cluster approach [11]. Unfortunately, that
solution could not be extended to smaller values of V .

The spin-polarized t-V model (1) is of interest from a fun-
damental quantum field theory perspective since it describes
a minimally doubled lattice fermion system [12]. A similar
minimally doubled fermion system can be obtained with
Hamiltonian staggered fermions on a square lattice [13,14].
These models contain an interesting quantum phase transi-
tion between a semimetal phase (containing massless Dirac
fermions) to a Mott insulating phase (with massive Dirac
fermions) accompanied by spontaneous symmetry breaking.
The properties of this transition can be studied using massless
four-fermion quantum field theory containing a single flavor of
four-component Dirac fermions [15]. While in principle these
phase transitions can be formulated and studied on the lattice
using Mote Carlo methods [16], due to sign problems, studies
of an odd number of four-component Dirac fermions do not
exist. Typical calculations involve further doubling and thus
contain an even number of flavors of four-component Dirac
fermions [17–20]. On the other hand predictions using approx-
imate analytic techniques do exist for theories containing both
even and odd numbers of flavor [21–23]. In this Rapid Commu-
nication we solve the sign problem in (1) for all values of V >
0, thus allowing us to study the quantum phase transition in
minimally doubled fermion systems. While most of our discus-
sion will be focused on (1) for concreteness, many of the ideas
behind the solution are general and easily extendable to other
models including those with an odd number of fermion flavors.
We will mention some of these extensions towards the end.

We first rewrite the Hamilton operator (1) in a form that
makes particle-hole symmetry more explicit. Hence we write

H =
∑

⟨ij⟩
c
†
i Mij cj + V

4
(n+

i − n−
i )(n+

j − n−
j ), (2)
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using the idea of fermion bags. The solution can be extended to a class of models at half filling but without
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Our solutions should allow us to study quantum phase transitions that have remained unexplored so far due to
sign problems.
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Quantum Monte Carlo methods for many-body fermionic
systems in thermal equilibrium usually require one to be
able to rewrite quantum partition functions as a sum over
classical configurations with positive Boltzmann weights that
are computable in polynomial time. Unfortunately, due to the
underlying quantum nature of the problem, the Boltzmann
weights can be negative or even complex in general. Such
expansions are said to suffer from a sign problem [1]. The
discovery of an expansion with positive Boltzmann weights
is referred to as a solution to the sign problem. Solutions to
sign problems in many quantum systems are considered to be
outstanding problems in computational complexity [2].

Traditionally, solutions are based on rewriting the interact-
ing problem as a free fermion problem where fermions only in-
teract with background auxiliary fields [3–6]. The Boltzmann
weight then depends on the determinant of the free fermion
matrix, which can still be negative or complex. However, in
electronic systems, a symmetric treatment of both spin com-
ponents of the electron can sometimes make the Boltzmann
weight positive since it can be written as the product of two real
determinants that come with the same sign [7]. Sign problems
in spin-polarized systems are usually much harder to solve
since the Boltzmann weight contains only a single determinant.
In certain cases the presence of an antiunitary symmetry in the
fermion matrix can help prove the absence of sign problems
even though there is only a single fermion determinant [8].
However, such an approach also usually requires the presence
of an even number of fermion species.

Spin-polarized electronic systems with particle-hole sym-
metry are special since holes can mimic the second species
of fermions. In relativistic systems, particle-hole symmetry
is replaced by charge conjugation symmetry and antiparticles
can play the role of the second species of fermions. Thus
one might expect that solutions to sign problems would
emerge naturally in the presence of particle-hole or charge
conjugation symmetries. However, even in the presence of
these symmetries, it is easy to find models with sign problems
that have remained unsolved. Consider for example, the
tight-binding model of spin-polarized graphene described by
the Hamilton operator

H =
∑

⟨ij⟩
−t(c†i cj + c

†
j ci) + V

(
ni − 1

2

) (
nj − 1

2

)
, (1)

where ⟨ij ⟩ refers to the nearest-neighbor bond connecting
different sublattices on the honeycomb lattice. In this model
the repulsion between the electrons is modeled with a nearest-

neighbor Hubbard-type interaction. The model is well known
as the tV model and was considered on square lattices a
long time ago [9,10]. Although the model has a particle-hole
symmetry, as far as we know its sign problem has not been
solved by traditional methods for any value of V . Thus, it
seems like the tV model at half filling in spin-polarized
systems is more difficult to solve than the traditional Hubbard
model with an on-site U interaction between the two spins.
Unlike the traditional Hubbard model, here the V < 0 model
cannot be mapped into the V > 0 model through a unitary
transformation. In the repulsive case for V ! 2t the sign
problem could indeed be solved using a nontraditional method
called the meron-cluster approach [11]. Unfortunately, that
solution could not be extended to smaller values of V .

The spin-polarized t-V model (1) is of interest from a fun-
damental quantum field theory perspective since it describes
a minimally doubled lattice fermion system [12]. A similar
minimally doubled fermion system can be obtained with
Hamiltonian staggered fermions on a square lattice [13,14].
These models contain an interesting quantum phase transi-
tion between a semimetal phase (containing massless Dirac
fermions) to a Mott insulating phase (with massive Dirac
fermions) accompanied by spontaneous symmetry breaking.
The properties of this transition can be studied using massless
four-fermion quantum field theory containing a single flavor of
four-component Dirac fermions [15]. While in principle these
phase transitions can be formulated and studied on the lattice
using Mote Carlo methods [16], due to sign problems, studies
of an odd number of four-component Dirac fermions do not
exist. Typical calculations involve further doubling and thus
contain an even number of flavors of four-component Dirac
fermions [17–20]. On the other hand predictions using approx-
imate analytic techniques do exist for theories containing both
even and odd numbers of flavor [21–23]. In this Rapid Commu-
nication we solve the sign problem in (1) for all values of V >
0, thus allowing us to study the quantum phase transition in
minimally doubled fermion systems. While most of our discus-
sion will be focused on (1) for concreteness, many of the ideas
behind the solution are general and easily extendable to other
models including those with an odd number of fermion flavors.
We will mention some of these extensions towards the end.

We first rewrite the Hamilton operator (1) in a form that
makes particle-hole symmetry more explicit. Hence we write

H =
∑

⟨ij⟩
c
†
i Mij cj + V

4
(n+

i − n−
i )(n+

j − n−
j ), (2)

1098-0121/2014/89(11)/111101(5) 111101-1 ©2014 American Physical Society

RAPID COMMUNICATIONS

PHYSICAL REVIEW B 91, 241117(R) (2015)

Solving the fermion sign problem in quantum Monte Carlo simulations by Majorana representation

Zi-Xiang Li,1 Yi-Fan Jiang,1,2 and Hong Yao1,3,*

1Institute for Advanced Study, Tsinghua University, Beijing 100084, China
2Department of Physics, Stanford University, Stanford, California 94305, USA
3Collaborative Innovation Center of Quantum Matter, Beijing 100084, China

(Received 27 August 2014; revised manuscript received 13 October 2014; published 30 June 2015)

We discover a quantum Monte Carlo (QMC) method to solve the fermion sign problem in interacting fermion
models by employing a Majorana representation of complex fermions. We call it the “Majorana QMC” (MQMC).
MQMC simulations can be performed efficiently both at finite and zero temperatures. Especially, MQMC is
fermion sign free in simulating a class of spinless fermion models on bipartite lattices at half filling and with an
arbitrary range of (unfrustrated) interactions. Moreover, we find a class of SU (N ) fermionic models with odd
N , which are sign free in MQMC but whose sign problem cannot be in solved in other QMC methods, such as
continuous-time QMC. To the best of our knowledge, MQMC is the first auxiliary field QMC method to solve
the fermion sign problem in spinless (more generally, an odd number of species) fermion models. We conjecture
that MQMC could be applied to solve the fermion sign problem in more generic fermionic models.
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Introduction. Interacting fermionic quantum systems with
strong correlations and/or topological properties have attracted
increasing attention [1,2]. Nonetheless, in two and higher
spatial dimensions, strongly interacting quantum systems are
generically beyond the reach of analytical methods in the sense
of solving those quantum models in an unbiased way. As an
intrinsically unbiased numerical method, the quantum Monte
Carlo (QMC) simulation plays a key role in understanding
the physics of strongly correlated many-body systems [3–7].
Unfortunately, in simulating fermionic many-body systems,
QMC often encounters the notorious fermion minus-sign
problem [8,9], which arises as a consequence of Fermi
statistics [10]. Undoubtedly, generic solutions of fermion sign
problems would lead to a great leap forward in understanding
correlated electronic systems [9].

Many QMC algorithms are based on converting an interact-
ing fermion model into a problem of free fermions interacting
with background auxiliary classical fields; the Boltzmann
weight is the determinant of the free fermion matrix which is a
function of auxiliary fields and which can be positive, negative,
or even complex. In such determinant QMC (DQMC), when
the determinants are rendered to be positive definite, we
say a solution to the fermion sign problem is found. For
spinful electrons, the conventional strategy of solving the
fermion sign problem is to find a symmetric treatment of
both spin components of electrons such that the Boltzmann
weight can be written as the product of two real determinants
with the same sign and is then positive definite [11–16]. For
spinless or spin-polarized fermion models, it is usually much
more difficult to solve the fermion sign problem because the
Boltzmann weight contains only a single determinant and the
usual strategy used for even species of fermions cannot be
directly applied here.

In this Rapid Communication, based on the Majorana
representation of fermions, we propose an auxiliary field
QMC approach to solve the fermion sign problem in spinless
fermion models. We observe that each complex fermion can be
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represented as two Majorana fermions. Consequently, we can
express spinless fermion Hamiltonians in a Majorana represen-
tation and then perform Hubbard-Stratonovich (HS) transfor-
mations to decouple interactions by introducing background
auxiliary fields. Under certain conditions, such as particle-hole
symmetry, we can find a symmetric treatment of two species
of Majorana fermions, namely, the free Majorana fermion
Hamiltonian obtained after HS transformations is a sum of two
symmetric parts, each involving only one species of Majorana
fermions, such that the Boltzmann weight is a product of two
identical real quantities and is then positive definite. This is
the basic idea of the Majorana approach to solve the fermion
sign problem in spinless or spin-polarized fermion models
which we call the “Majorana QMC” (MQMC). Note that
the MQMC approach proposed here is qualitatively different
from the meron-cluster method [17,18] and fermion bag
method [19,20] developed previously, all of which are based
on the continuous-time QMC (CTQMC) [20–23]. MQMC
is a QMC approach based on auxiliary fields to solve the
fermion sign problem in a class of spinless (more generally, an
odd number of species) fermion models. Moreover, MQMC
has an important advantage: It is much more efficient than
continuous-time QMC in simulating models at low and zero
temperatures; the computation-time cost in MQMC scales as
β ≡ 1/T while it scales as β3 in continuous-time QMC [20]
(see also more recent developments discussed in Ref. [24]).

As an application of the sign-free MQMC algorithm, we
have used it to study the charge density wave (CDW) quantum
phase transition of the spinless fermion model with repulsive
density interactions on the honeycomb lattice with a much
larger system size (2L2 sites with L up to 24) than previous
studies, and obtained quantum critical exponents which are
in reasonable agreement with renormalization group (RG)
calculations [25]. We also show that MQMC can solve the
fermion sign problem in a class of SU (N = odd) models
which are beyond the capability of other QMC methods, such
as the continuous-time QMC.

Majorana quantum Monte Carlo. To explicitly illustrate
how MQMC could solve the fermion sign problem in a class
of spinless fermion models, we consider the following general
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We present the ground state extension of the efficient continuous-time quantum Monte Carlo algorithm for
lattice fermions of M. Iazzi and M. Troyer, Phys. Rev. B 91, 241118 (2015). Based on continuous-time expansion
of an imaginary-time projection operator, the algorithm is free of systematic error and scales linearly with
projection time and interaction strength. Compared to the conventional quantum Monte Carlo methods for lattice
fermions, this approach has greater flexibility and is easier to combine with powerful machinery such as histogram
reweighting and extended ensemble simulation techniques. We discuss the implementation of the continuous-time
projection in detail using the spinless t-V model as an example and compare the numerical results with exact
diagonalization, density matrix renormalization group, and infinite projected entangled-pair states calculations.
Finally we use the method to study the fermionic quantum critical point of spinless fermions on a honeycomb
lattice and confirm previous results concerning its critical exponents.
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I. INTRODUCTION

Quantum Monte Carlo (QMC) methods are powerful
and versatile tools for studying quantum phases and phase
transitions. Algorithmic development in the past two decades
including the nonlocal updates [1–5] and the continuous-time
formulations [6,7] have greatly boosted the power of QMC
methods, even surpassing the hardware improvements follow-
ing Moore’s law. Using modern QMC methods, the simulation
of bosons and unfrustrated spin models is considered a solved
problem. QMC simulations therefore can be used to test
novel theoretical scenarios [8–12] and to verify experimental
realizations. [13]

While efficient algorithms exist for the simulation of
bosons and unfrustrated spin models [1–5,14,15], simulations
of fermions are more challenging because of the infamous
fermion sign problem [16,17]. It causes exponential growth
of computational effort as system size or inverse temperature
increases. Even for systems without a sign problem, the phase
diagram of correlated fermions can be nontrivial to establish
[18,19], not to mention to accurately determine the universality
class and associated critical exponents [20,21]. The main
reason for this difficulty is the unfavorable superlinear scaling
with system size and/or inverse temperature of determinantal
quantum Monte Carlo methods, which are the workhorse of
correlated lattice fermion simulations.

Determinantal QMC method sums a factorially large
number of fermion exchange processes into a matrix deter-
minant, thereby avoiding the fermion sign problems in certain
cases. An algorithm based on this idea is the Blankenbecler-
Scalapino-Sugar (BSS) method [22]. It maps an interacting
fermionic system to free fermions in a spatially and temporally
fluctuating external field and then performs Monte Carlo
sampling of this field. Numerical instabilities of the original
approach have been remedied in Refs. [23,24]. The BSS algo-
rithm has become the method of choice of many lattice fermion
simulations due to its linear scaling in the inverse temperature
β. We refer to Refs. [25,26] for pedagogical reviews.

Closely related is the Hirsch-Fye algorithm [27], which
is numerically more stable and is more broadly applicable
because it is formulated using a (potentially time-dependent)

action rather than a Hamiltonian. However, its computational
effort scales cubically with the inverse temperature and the
interaction strength therefore is much less efficient than the
BSS method for the cases where both methods are applicable.
The Hirsch-Fye method thus has typically been used in the
study of quantum impurity problems and as impurity solvers
in the framework of dynamical mean field theory (DMFT)
[28], where time-dependent actions need to be simulated.

Both the BSS and the Hirsch-Fye algorithm are based on a
discretization of imaginary time, thus introducing a systematic
time step error, called the Trotter error. Nearly 20 years ago
it was realized that time discretization is not necessary for the
simulation of lattice models [6,7]. Besides increased accuracy
due to the absence of a Trotter error, continuous imaginary-
time formulations often results in a more efficient and flexible
algorithm [3]. In Ref. [29] a continuous-time QMC method for
lattice fermions has been proposed. However, the scaling of
this algorithm and numerical stabilization have not been dis-
cussed in this paper and we are not aware of any application of
the algorithm. Further development on fermionic continuous-
time QMC algorithms [38] have focused on quantum im-
purity problems: the continuous-time interaction expansion
(CT-INT) algorithm [31], the continuous-time hybridization
expansion (CT-HYB) algorithm [33], and the continuous-time
auxiliary field (CT-AUX) [32] algorithm. CT-INT and CT-
AUX are based on weak-coupling expansion of the action
and share the same scaling as the Hirsch-Fye method [39].
These methods have revolutionized the simulation of quantum
impurity problems and DMFT calculations [38]. However, for
lattice models they remained suboptimal compared to the BSS
method due to their cubic scaling in the inverse temperature.
Very recently an efficient continuous-time algorithm has been
developed by two of the authors that scales identically to the
time-honored BSS method [30] and can be used both with an
auxiliary field (LCT-AUX) and without (LCT-INT). The prefix
“L” indicating both their linear scaling and their applicability
to lattice models. In Table I we summarize some properties of
these determinantal QMC methods.

Finite-temperature determinantal QMC methods can be ex-
tended to projector formulations [23,34–37], where the ground
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We solve the sign problem in a particle-hole symmetric spin-polarized fermion model on bipartite lattices
using the idea of fermion bags. The solution can be extended to a class of models at half filling but without
particle-hole symmetry. Attractive Hubbard models with an odd number of fermion species can also be solved.
Our solutions should allow us to study quantum phase transitions that have remained unexplored so far due to
sign problems.
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Quantum Monte Carlo methods for many-body fermionic
systems in thermal equilibrium usually require one to be
able to rewrite quantum partition functions as a sum over
classical configurations with positive Boltzmann weights that
are computable in polynomial time. Unfortunately, due to the
underlying quantum nature of the problem, the Boltzmann
weights can be negative or even complex in general. Such
expansions are said to suffer from a sign problem [1]. The
discovery of an expansion with positive Boltzmann weights
is referred to as a solution to the sign problem. Solutions to
sign problems in many quantum systems are considered to be
outstanding problems in computational complexity [2].

Traditionally, solutions are based on rewriting the interact-
ing problem as a free fermion problem where fermions only in-
teract with background auxiliary fields [3–6]. The Boltzmann
weight then depends on the determinant of the free fermion
matrix, which can still be negative or complex. However, in
electronic systems, a symmetric treatment of both spin com-
ponents of the electron can sometimes make the Boltzmann
weight positive since it can be written as the product of two real
determinants that come with the same sign [7]. Sign problems
in spin-polarized systems are usually much harder to solve
since the Boltzmann weight contains only a single determinant.
In certain cases the presence of an antiunitary symmetry in the
fermion matrix can help prove the absence of sign problems
even though there is only a single fermion determinant [8].
However, such an approach also usually requires the presence
of an even number of fermion species.

Spin-polarized electronic systems with particle-hole sym-
metry are special since holes can mimic the second species
of fermions. In relativistic systems, particle-hole symmetry
is replaced by charge conjugation symmetry and antiparticles
can play the role of the second species of fermions. Thus
one might expect that solutions to sign problems would
emerge naturally in the presence of particle-hole or charge
conjugation symmetries. However, even in the presence of
these symmetries, it is easy to find models with sign problems
that have remained unsolved. Consider for example, the
tight-binding model of spin-polarized graphene described by
the Hamilton operator

H =
∑

⟨ij⟩
−t(c†i cj + c

†
j ci) + V

(
ni − 1

2

) (
nj − 1

2

)
, (1)

where ⟨ij ⟩ refers to the nearest-neighbor bond connecting
different sublattices on the honeycomb lattice. In this model
the repulsion between the electrons is modeled with a nearest-

neighbor Hubbard-type interaction. The model is well known
as the tV model and was considered on square lattices a
long time ago [9,10]. Although the model has a particle-hole
symmetry, as far as we know its sign problem has not been
solved by traditional methods for any value of V . Thus, it
seems like the tV model at half filling in spin-polarized
systems is more difficult to solve than the traditional Hubbard
model with an on-site U interaction between the two spins.
Unlike the traditional Hubbard model, here the V < 0 model
cannot be mapped into the V > 0 model through a unitary
transformation. In the repulsive case for V ! 2t the sign
problem could indeed be solved using a nontraditional method
called the meron-cluster approach [11]. Unfortunately, that
solution could not be extended to smaller values of V .

The spin-polarized t-V model (1) is of interest from a fun-
damental quantum field theory perspective since it describes
a minimally doubled lattice fermion system [12]. A similar
minimally doubled fermion system can be obtained with
Hamiltonian staggered fermions on a square lattice [13,14].
These models contain an interesting quantum phase transi-
tion between a semimetal phase (containing massless Dirac
fermions) to a Mott insulating phase (with massive Dirac
fermions) accompanied by spontaneous symmetry breaking.
The properties of this transition can be studied using massless
four-fermion quantum field theory containing a single flavor of
four-component Dirac fermions [15]. While in principle these
phase transitions can be formulated and studied on the lattice
using Mote Carlo methods [16], due to sign problems, studies
of an odd number of four-component Dirac fermions do not
exist. Typical calculations involve further doubling and thus
contain an even number of flavors of four-component Dirac
fermions [17–20]. On the other hand predictions using approx-
imate analytic techniques do exist for theories containing both
even and odd numbers of flavor [21–23]. In this Rapid Commu-
nication we solve the sign problem in (1) for all values of V >
0, thus allowing us to study the quantum phase transition in
minimally doubled fermion systems. While most of our discus-
sion will be focused on (1) for concreteness, many of the ideas
behind the solution are general and easily extendable to other
models including those with an odd number of fermion flavors.
We will mention some of these extensions towards the end.

We first rewrite the Hamilton operator (1) in a form that
makes particle-hole symmetry more explicit. Hence we write

H =
∑

⟨ij⟩
c
†
i Mij cj + V

4
(n+

i − n−
i )(n+

j − n−
j ), (2)
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We discover a quantum Monte Carlo (QMC) method to solve the fermion sign problem in interacting fermion
models by employing a Majorana representation of complex fermions. We call it the “Majorana QMC” (MQMC).
MQMC simulations can be performed efficiently both at finite and zero temperatures. Especially, MQMC is
fermion sign free in simulating a class of spinless fermion models on bipartite lattices at half filling and with an
arbitrary range of (unfrustrated) interactions. Moreover, we find a class of SU (N ) fermionic models with odd
N , which are sign free in MQMC but whose sign problem cannot be in solved in other QMC methods, such as
continuous-time QMC. To the best of our knowledge, MQMC is the first auxiliary field QMC method to solve
the fermion sign problem in spinless (more generally, an odd number of species) fermion models. We conjecture
that MQMC could be applied to solve the fermion sign problem in more generic fermionic models.
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Introduction. Interacting fermionic quantum systems with
strong correlations and/or topological properties have attracted
increasing attention [1,2]. Nonetheless, in two and higher
spatial dimensions, strongly interacting quantum systems are
generically beyond the reach of analytical methods in the sense
of solving those quantum models in an unbiased way. As an
intrinsically unbiased numerical method, the quantum Monte
Carlo (QMC) simulation plays a key role in understanding
the physics of strongly correlated many-body systems [3–7].
Unfortunately, in simulating fermionic many-body systems,
QMC often encounters the notorious fermion minus-sign
problem [8,9], which arises as a consequence of Fermi
statistics [10]. Undoubtedly, generic solutions of fermion sign
problems would lead to a great leap forward in understanding
correlated electronic systems [9].

Many QMC algorithms are based on converting an interact-
ing fermion model into a problem of free fermions interacting
with background auxiliary classical fields; the Boltzmann
weight is the determinant of the free fermion matrix which is a
function of auxiliary fields and which can be positive, negative,
or even complex. In such determinant QMC (DQMC), when
the determinants are rendered to be positive definite, we
say a solution to the fermion sign problem is found. For
spinful electrons, the conventional strategy of solving the
fermion sign problem is to find a symmetric treatment of
both spin components of electrons such that the Boltzmann
weight can be written as the product of two real determinants
with the same sign and is then positive definite [11–16]. For
spinless or spin-polarized fermion models, it is usually much
more difficult to solve the fermion sign problem because the
Boltzmann weight contains only a single determinant and the
usual strategy used for even species of fermions cannot be
directly applied here.

In this Rapid Communication, based on the Majorana
representation of fermions, we propose an auxiliary field
QMC approach to solve the fermion sign problem in spinless
fermion models. We observe that each complex fermion can be
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represented as two Majorana fermions. Consequently, we can
express spinless fermion Hamiltonians in a Majorana represen-
tation and then perform Hubbard-Stratonovich (HS) transfor-
mations to decouple interactions by introducing background
auxiliary fields. Under certain conditions, such as particle-hole
symmetry, we can find a symmetric treatment of two species
of Majorana fermions, namely, the free Majorana fermion
Hamiltonian obtained after HS transformations is a sum of two
symmetric parts, each involving only one species of Majorana
fermions, such that the Boltzmann weight is a product of two
identical real quantities and is then positive definite. This is
the basic idea of the Majorana approach to solve the fermion
sign problem in spinless or spin-polarized fermion models
which we call the “Majorana QMC” (MQMC). Note that
the MQMC approach proposed here is qualitatively different
from the meron-cluster method [17,18] and fermion bag
method [19,20] developed previously, all of which are based
on the continuous-time QMC (CTQMC) [20–23]. MQMC
is a QMC approach based on auxiliary fields to solve the
fermion sign problem in a class of spinless (more generally, an
odd number of species) fermion models. Moreover, MQMC
has an important advantage: It is much more efficient than
continuous-time QMC in simulating models at low and zero
temperatures; the computation-time cost in MQMC scales as
β ≡ 1/T while it scales as β3 in continuous-time QMC [20]
(see also more recent developments discussed in Ref. [24]).

As an application of the sign-free MQMC algorithm, we
have used it to study the charge density wave (CDW) quantum
phase transition of the spinless fermion model with repulsive
density interactions on the honeycomb lattice with a much
larger system size (2L2 sites with L up to 24) than previous
studies, and obtained quantum critical exponents which are
in reasonable agreement with renormalization group (RG)
calculations [25]. We also show that MQMC can solve the
fermion sign problem in a class of SU (N = odd) models
which are beyond the capability of other QMC methods, such
as the continuous-time QMC.

Majorana quantum Monte Carlo. To explicitly illustrate
how MQMC could solve the fermion sign problem in a class
of spinless fermion models, we consider the following general
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We present the ground state extension of the efficient continuous-time quantum Monte Carlo algorithm for
lattice fermions of M. Iazzi and M. Troyer, Phys. Rev. B 91, 241118 (2015). Based on continuous-time expansion
of an imaginary-time projection operator, the algorithm is free of systematic error and scales linearly with
projection time and interaction strength. Compared to the conventional quantum Monte Carlo methods for lattice
fermions, this approach has greater flexibility and is easier to combine with powerful machinery such as histogram
reweighting and extended ensemble simulation techniques. We discuss the implementation of the continuous-time
projection in detail using the spinless t-V model as an example and compare the numerical results with exact
diagonalization, density matrix renormalization group, and infinite projected entangled-pair states calculations.
Finally we use the method to study the fermionic quantum critical point of spinless fermions on a honeycomb
lattice and confirm previous results concerning its critical exponents.
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I. INTRODUCTION

Quantum Monte Carlo (QMC) methods are powerful
and versatile tools for studying quantum phases and phase
transitions. Algorithmic development in the past two decades
including the nonlocal updates [1–5] and the continuous-time
formulations [6,7] have greatly boosted the power of QMC
methods, even surpassing the hardware improvements follow-
ing Moore’s law. Using modern QMC methods, the simulation
of bosons and unfrustrated spin models is considered a solved
problem. QMC simulations therefore can be used to test
novel theoretical scenarios [8–12] and to verify experimental
realizations. [13]

While efficient algorithms exist for the simulation of
bosons and unfrustrated spin models [1–5,14,15], simulations
of fermions are more challenging because of the infamous
fermion sign problem [16,17]. It causes exponential growth
of computational effort as system size or inverse temperature
increases. Even for systems without a sign problem, the phase
diagram of correlated fermions can be nontrivial to establish
[18,19], not to mention to accurately determine the universality
class and associated critical exponents [20,21]. The main
reason for this difficulty is the unfavorable superlinear scaling
with system size and/or inverse temperature of determinantal
quantum Monte Carlo methods, which are the workhorse of
correlated lattice fermion simulations.

Determinantal QMC method sums a factorially large
number of fermion exchange processes into a matrix deter-
minant, thereby avoiding the fermion sign problems in certain
cases. An algorithm based on this idea is the Blankenbecler-
Scalapino-Sugar (BSS) method [22]. It maps an interacting
fermionic system to free fermions in a spatially and temporally
fluctuating external field and then performs Monte Carlo
sampling of this field. Numerical instabilities of the original
approach have been remedied in Refs. [23,24]. The BSS algo-
rithm has become the method of choice of many lattice fermion
simulations due to its linear scaling in the inverse temperature
β. We refer to Refs. [25,26] for pedagogical reviews.

Closely related is the Hirsch-Fye algorithm [27], which
is numerically more stable and is more broadly applicable
because it is formulated using a (potentially time-dependent)

action rather than a Hamiltonian. However, its computational
effort scales cubically with the inverse temperature and the
interaction strength therefore is much less efficient than the
BSS method for the cases where both methods are applicable.
The Hirsch-Fye method thus has typically been used in the
study of quantum impurity problems and as impurity solvers
in the framework of dynamical mean field theory (DMFT)
[28], where time-dependent actions need to be simulated.

Both the BSS and the Hirsch-Fye algorithm are based on a
discretization of imaginary time, thus introducing a systematic
time step error, called the Trotter error. Nearly 20 years ago
it was realized that time discretization is not necessary for the
simulation of lattice models [6,7]. Besides increased accuracy
due to the absence of a Trotter error, continuous imaginary-
time formulations often results in a more efficient and flexible
algorithm [3]. In Ref. [29] a continuous-time QMC method for
lattice fermions has been proposed. However, the scaling of
this algorithm and numerical stabilization have not been dis-
cussed in this paper and we are not aware of any application of
the algorithm. Further development on fermionic continuous-
time QMC algorithms [38] have focused on quantum im-
purity problems: the continuous-time interaction expansion
(CT-INT) algorithm [31], the continuous-time hybridization
expansion (CT-HYB) algorithm [33], and the continuous-time
auxiliary field (CT-AUX) [32] algorithm. CT-INT and CT-
AUX are based on weak-coupling expansion of the action
and share the same scaling as the Hirsch-Fye method [39].
These methods have revolutionized the simulation of quantum
impurity problems and DMFT calculations [38]. However, for
lattice models they remained suboptimal compared to the BSS
method due to their cubic scaling in the inverse temperature.
Very recently an efficient continuous-time algorithm has been
developed by two of the authors that scales identically to the
time-honored BSS method [30] and can be used both with an
auxiliary field (LCT-AUX) and without (LCT-INT). The prefix
“L” indicating both their linear scaling and their applicability
to lattice models. In Table I we summarize some properties of
these determinantal QMC methods.

Finite-temperature determinantal QMC methods can be ex-
tended to projector formulations [23,34–37], where the ground

1098-0121/2015/91(23)/235151(11) 235151-1 ©2015 American Physical Society

Split Orthogonal Group: A Guiding Principle for Sign-Problem-Free
Fermionic Simulations

Lei Wang,1 Ye-Hua Liu,1 Mauro Iazzi,1 Matthias Troyer,1 and Gergely Harcos2
1Theoretische Physik, ETH Zurich, 8093 Zurich, Switzerland

2Alfréd Rényi Institute of Mathematics, Reáltanoda utca 13-15., Budapest H-1053, Hungary
(Received 28 June 2015; revised manuscript received 19 October 2015; published 17 December 2015)

We present a guiding principle for designing fermionic Hamiltonians and quantum Monte Carlo (QMC)
methods that are free from the infamous sign problem by exploiting the Lie groups and Lie algebras that
appear naturally in the Monte Carlo weight of fermionic QMC simulations. Specifically, rigorous
mathematical constraints on the determinants involving matrices that lie in the split orthogonal group
provide a guideline for sign-free simulations of fermionic models on bipartite lattices. This guiding
principle not only unifies the recent solutions of the sign problem based on the continuous-time quantum
Monte Carlo methods and the Majorana representation, but also suggests new efficient algorithms to
simulate physical systems that were previously prohibitive because of the sign problem.
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One of the biggest challenges to the classical simulation
of quantum systems is the infamous fermion sign problem
of quantum Monte Carlo (QMC) simulations. It appears
when the weights of configurations in a QMC simulation
may become negative and therefore cannot be directly
interpreted as probabilities [1]. In the presence of a sign
problem, the simulation effort typically grows exponen-
tially with system size and inverse temperature.
While the sign problem is nondeterministic polynomial

hard [2], implying that there is little hope of finding a generic
solution, this does not exclude ad hoc solutions to the sign
problem for specific models. For example, one can some-
times exploit symmetries to design appropriate sign-
problem-free QMC algorithms for a restricted class of
models [3]. However, it is unclear how broad these classes
are and it is in general hard to foresee whether a given
physical model would have a sign problem in any QMC
simulations. The situation is not dissimilar to the study of
many intriguing problems in the nondeterministic polyno-
mial complexity class, where a seemingly infeasible prob-
lem might turn out to have a polynomial-time solution
surprisingly [4].
A fruitful approach in pursuing such specific solutions is

to design Hamiltonians that capture the right low energy
physics and allow sign-problem-free QMC simulations at
the same time, called “designer” Hamiltonians [5]. This
naturally calls for design principles. For bosonic and
quantum spin systems a valuable guiding principle is the
Marshall sign rule [6,7], which ensures non-negative
weight for all configurations. The design of the sign-
problem-free fermionic Hamiltonians is harder. The meth-
ods of choice for fermionic QMC simulations are the
determinantal QMC approaches, including traditional dis-
crete-time [8] and new continuous-time approaches [9–13].
Both approaches map the original interacting system to free

fermions with an imaginary-time dependent Hamiltonian.
The partition function is then written as a weighted sum of
matrix determinants after tracing out the fermions [8,9,12]:

Z ¼
X

C

fC det ½I þ T e−
R

β

0
dτHCðτÞ&; ð1Þ

where fC is a c number and HCðτÞ is an imaginary-time
dependent single-particle Hamiltonian matrix (whose
matrix elements denote hopping amplitudes and on-site
energies on a lattice), both depending on the Monte Carlo
configuration C. T denotes the time ordering and I is the
identity matrix. The appearance of the matrix determinant
complicates the analysis of the sign problem because it is
often not straightforward to see the sign of the Monte Carlo
weight of a given configuration [14,15], and the sign of the
determinant is related [16] to the Aharonov-Anandan phase
[17] of the imaginary-time evolution. The situation is
further complicated by the fact that even for a given
physical model the choice of the effective Hamiltonian
HC is not unique (it depends on details of the QMC
algorithm such as whether and how to perform an auxiliary
field decomposition) and the specific choice may affect the
appearance of the sign problem [14,18,19].
One successful guiding principle for fermionic simula-

tions that has been discovered in the context of nuclear
physics [20,21], lattice QCD [22], and condensed matter
physics [23] relies on the time-reversal symmetry (TRS) of
the effective Hamiltonian HC. TRS ensures a non-negative
matrix determinant in Eq. (1) because the eigenvalues of the
matrix necessarily appear in Kramers pairs. A typical
example of this kind is the attractive Hubbard model at
balanced filling of two spin species, where after decom-
position of the interaction term the Monte Carlo weight
even factorizes into the product of two identical matrix
determinants. Additional conditions such as half filling and
bipartiteness of the lattice lead to a solution of the sign
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We solve the sign problem in a particle-hole symmetric spin-polarized fermion model on bipartite lattices
using the idea of fermion bags. The solution can be extended to a class of models at half filling but without
particle-hole symmetry. Attractive Hubbard models with an odd number of fermion species can also be solved.
Our solutions should allow us to study quantum phase transitions that have remained unexplored so far due to
sign problems.
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Quantum Monte Carlo methods for many-body fermionic
systems in thermal equilibrium usually require one to be
able to rewrite quantum partition functions as a sum over
classical configurations with positive Boltzmann weights that
are computable in polynomial time. Unfortunately, due to the
underlying quantum nature of the problem, the Boltzmann
weights can be negative or even complex in general. Such
expansions are said to suffer from a sign problem [1]. The
discovery of an expansion with positive Boltzmann weights
is referred to as a solution to the sign problem. Solutions to
sign problems in many quantum systems are considered to be
outstanding problems in computational complexity [2].

Traditionally, solutions are based on rewriting the interact-
ing problem as a free fermion problem where fermions only in-
teract with background auxiliary fields [3–6]. The Boltzmann
weight then depends on the determinant of the free fermion
matrix, which can still be negative or complex. However, in
electronic systems, a symmetric treatment of both spin com-
ponents of the electron can sometimes make the Boltzmann
weight positive since it can be written as the product of two real
determinants that come with the same sign [7]. Sign problems
in spin-polarized systems are usually much harder to solve
since the Boltzmann weight contains only a single determinant.
In certain cases the presence of an antiunitary symmetry in the
fermion matrix can help prove the absence of sign problems
even though there is only a single fermion determinant [8].
However, such an approach also usually requires the presence
of an even number of fermion species.

Spin-polarized electronic systems with particle-hole sym-
metry are special since holes can mimic the second species
of fermions. In relativistic systems, particle-hole symmetry
is replaced by charge conjugation symmetry and antiparticles
can play the role of the second species of fermions. Thus
one might expect that solutions to sign problems would
emerge naturally in the presence of particle-hole or charge
conjugation symmetries. However, even in the presence of
these symmetries, it is easy to find models with sign problems
that have remained unsolved. Consider for example, the
tight-binding model of spin-polarized graphene described by
the Hamilton operator

H =
∑

⟨ij⟩
−t(c†i cj + c

†
j ci) + V

(
ni − 1

2

) (
nj − 1

2

)
, (1)

where ⟨ij ⟩ refers to the nearest-neighbor bond connecting
different sublattices on the honeycomb lattice. In this model
the repulsion between the electrons is modeled with a nearest-

neighbor Hubbard-type interaction. The model is well known
as the tV model and was considered on square lattices a
long time ago [9,10]. Although the model has a particle-hole
symmetry, as far as we know its sign problem has not been
solved by traditional methods for any value of V . Thus, it
seems like the tV model at half filling in spin-polarized
systems is more difficult to solve than the traditional Hubbard
model with an on-site U interaction between the two spins.
Unlike the traditional Hubbard model, here the V < 0 model
cannot be mapped into the V > 0 model through a unitary
transformation. In the repulsive case for V ! 2t the sign
problem could indeed be solved using a nontraditional method
called the meron-cluster approach [11]. Unfortunately, that
solution could not be extended to smaller values of V .

The spin-polarized t-V model (1) is of interest from a fun-
damental quantum field theory perspective since it describes
a minimally doubled lattice fermion system [12]. A similar
minimally doubled fermion system can be obtained with
Hamiltonian staggered fermions on a square lattice [13,14].
These models contain an interesting quantum phase transi-
tion between a semimetal phase (containing massless Dirac
fermions) to a Mott insulating phase (with massive Dirac
fermions) accompanied by spontaneous symmetry breaking.
The properties of this transition can be studied using massless
four-fermion quantum field theory containing a single flavor of
four-component Dirac fermions [15]. While in principle these
phase transitions can be formulated and studied on the lattice
using Mote Carlo methods [16], due to sign problems, studies
of an odd number of four-component Dirac fermions do not
exist. Typical calculations involve further doubling and thus
contain an even number of flavors of four-component Dirac
fermions [17–20]. On the other hand predictions using approx-
imate analytic techniques do exist for theories containing both
even and odd numbers of flavor [21–23]. In this Rapid Commu-
nication we solve the sign problem in (1) for all values of V >
0, thus allowing us to study the quantum phase transition in
minimally doubled fermion systems. While most of our discus-
sion will be focused on (1) for concreteness, many of the ideas
behind the solution are general and easily extendable to other
models including those with an odd number of fermion flavors.
We will mention some of these extensions towards the end.

We first rewrite the Hamilton operator (1) in a form that
makes particle-hole symmetry more explicit. Hence we write

H =
∑

⟨ij⟩
c
†
i Mij cj + V

4
(n+

i − n−
i )(n+

j − n−
j ), (2)
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Solving the fermion sign problem in quantum Monte Carlo simulations by Majorana representation
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We discover a quantum Monte Carlo (QMC) method to solve the fermion sign problem in interacting fermion
models by employing a Majorana representation of complex fermions. We call it the “Majorana QMC” (MQMC).
MQMC simulations can be performed efficiently both at finite and zero temperatures. Especially, MQMC is
fermion sign free in simulating a class of spinless fermion models on bipartite lattices at half filling and with an
arbitrary range of (unfrustrated) interactions. Moreover, we find a class of SU (N ) fermionic models with odd
N , which are sign free in MQMC but whose sign problem cannot be in solved in other QMC methods, such as
continuous-time QMC. To the best of our knowledge, MQMC is the first auxiliary field QMC method to solve
the fermion sign problem in spinless (more generally, an odd number of species) fermion models. We conjecture
that MQMC could be applied to solve the fermion sign problem in more generic fermionic models.
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Introduction. Interacting fermionic quantum systems with
strong correlations and/or topological properties have attracted
increasing attention [1,2]. Nonetheless, in two and higher
spatial dimensions, strongly interacting quantum systems are
generically beyond the reach of analytical methods in the sense
of solving those quantum models in an unbiased way. As an
intrinsically unbiased numerical method, the quantum Monte
Carlo (QMC) simulation plays a key role in understanding
the physics of strongly correlated many-body systems [3–7].
Unfortunately, in simulating fermionic many-body systems,
QMC often encounters the notorious fermion minus-sign
problem [8,9], which arises as a consequence of Fermi
statistics [10]. Undoubtedly, generic solutions of fermion sign
problems would lead to a great leap forward in understanding
correlated electronic systems [9].

Many QMC algorithms are based on converting an interact-
ing fermion model into a problem of free fermions interacting
with background auxiliary classical fields; the Boltzmann
weight is the determinant of the free fermion matrix which is a
function of auxiliary fields and which can be positive, negative,
or even complex. In such determinant QMC (DQMC), when
the determinants are rendered to be positive definite, we
say a solution to the fermion sign problem is found. For
spinful electrons, the conventional strategy of solving the
fermion sign problem is to find a symmetric treatment of
both spin components of electrons such that the Boltzmann
weight can be written as the product of two real determinants
with the same sign and is then positive definite [11–16]. For
spinless or spin-polarized fermion models, it is usually much
more difficult to solve the fermion sign problem because the
Boltzmann weight contains only a single determinant and the
usual strategy used for even species of fermions cannot be
directly applied here.

In this Rapid Communication, based on the Majorana
representation of fermions, we propose an auxiliary field
QMC approach to solve the fermion sign problem in spinless
fermion models. We observe that each complex fermion can be

*yaohong@tsinghua.edu.cn

represented as two Majorana fermions. Consequently, we can
express spinless fermion Hamiltonians in a Majorana represen-
tation and then perform Hubbard-Stratonovich (HS) transfor-
mations to decouple interactions by introducing background
auxiliary fields. Under certain conditions, such as particle-hole
symmetry, we can find a symmetric treatment of two species
of Majorana fermions, namely, the free Majorana fermion
Hamiltonian obtained after HS transformations is a sum of two
symmetric parts, each involving only one species of Majorana
fermions, such that the Boltzmann weight is a product of two
identical real quantities and is then positive definite. This is
the basic idea of the Majorana approach to solve the fermion
sign problem in spinless or spin-polarized fermion models
which we call the “Majorana QMC” (MQMC). Note that
the MQMC approach proposed here is qualitatively different
from the meron-cluster method [17,18] and fermion bag
method [19,20] developed previously, all of which are based
on the continuous-time QMC (CTQMC) [20–23]. MQMC
is a QMC approach based on auxiliary fields to solve the
fermion sign problem in a class of spinless (more generally, an
odd number of species) fermion models. Moreover, MQMC
has an important advantage: It is much more efficient than
continuous-time QMC in simulating models at low and zero
temperatures; the computation-time cost in MQMC scales as
β ≡ 1/T while it scales as β3 in continuous-time QMC [20]
(see also more recent developments discussed in Ref. [24]).

As an application of the sign-free MQMC algorithm, we
have used it to study the charge density wave (CDW) quantum
phase transition of the spinless fermion model with repulsive
density interactions on the honeycomb lattice with a much
larger system size (2L2 sites with L up to 24) than previous
studies, and obtained quantum critical exponents which are
in reasonable agreement with renormalization group (RG)
calculations [25]. We also show that MQMC can solve the
fermion sign problem in a class of SU (N = odd) models
which are beyond the capability of other QMC methods, such
as the continuous-time QMC.

Majorana quantum Monte Carlo. To explicitly illustrate
how MQMC could solve the fermion sign problem in a class
of spinless fermion models, we consider the following general
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We present the ground state extension of the efficient continuous-time quantum Monte Carlo algorithm for
lattice fermions of M. Iazzi and M. Troyer, Phys. Rev. B 91, 241118 (2015). Based on continuous-time expansion
of an imaginary-time projection operator, the algorithm is free of systematic error and scales linearly with
projection time and interaction strength. Compared to the conventional quantum Monte Carlo methods for lattice
fermions, this approach has greater flexibility and is easier to combine with powerful machinery such as histogram
reweighting and extended ensemble simulation techniques. We discuss the implementation of the continuous-time
projection in detail using the spinless t-V model as an example and compare the numerical results with exact
diagonalization, density matrix renormalization group, and infinite projected entangled-pair states calculations.
Finally we use the method to study the fermionic quantum critical point of spinless fermions on a honeycomb
lattice and confirm previous results concerning its critical exponents.
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I. INTRODUCTION

Quantum Monte Carlo (QMC) methods are powerful
and versatile tools for studying quantum phases and phase
transitions. Algorithmic development in the past two decades
including the nonlocal updates [1–5] and the continuous-time
formulations [6,7] have greatly boosted the power of QMC
methods, even surpassing the hardware improvements follow-
ing Moore’s law. Using modern QMC methods, the simulation
of bosons and unfrustrated spin models is considered a solved
problem. QMC simulations therefore can be used to test
novel theoretical scenarios [8–12] and to verify experimental
realizations. [13]

While efficient algorithms exist for the simulation of
bosons and unfrustrated spin models [1–5,14,15], simulations
of fermions are more challenging because of the infamous
fermion sign problem [16,17]. It causes exponential growth
of computational effort as system size or inverse temperature
increases. Even for systems without a sign problem, the phase
diagram of correlated fermions can be nontrivial to establish
[18,19], not to mention to accurately determine the universality
class and associated critical exponents [20,21]. The main
reason for this difficulty is the unfavorable superlinear scaling
with system size and/or inverse temperature of determinantal
quantum Monte Carlo methods, which are the workhorse of
correlated lattice fermion simulations.

Determinantal QMC method sums a factorially large
number of fermion exchange processes into a matrix deter-
minant, thereby avoiding the fermion sign problems in certain
cases. An algorithm based on this idea is the Blankenbecler-
Scalapino-Sugar (BSS) method [22]. It maps an interacting
fermionic system to free fermions in a spatially and temporally
fluctuating external field and then performs Monte Carlo
sampling of this field. Numerical instabilities of the original
approach have been remedied in Refs. [23,24]. The BSS algo-
rithm has become the method of choice of many lattice fermion
simulations due to its linear scaling in the inverse temperature
β. We refer to Refs. [25,26] for pedagogical reviews.

Closely related is the Hirsch-Fye algorithm [27], which
is numerically more stable and is more broadly applicable
because it is formulated using a (potentially time-dependent)

action rather than a Hamiltonian. However, its computational
effort scales cubically with the inverse temperature and the
interaction strength therefore is much less efficient than the
BSS method for the cases where both methods are applicable.
The Hirsch-Fye method thus has typically been used in the
study of quantum impurity problems and as impurity solvers
in the framework of dynamical mean field theory (DMFT)
[28], where time-dependent actions need to be simulated.

Both the BSS and the Hirsch-Fye algorithm are based on a
discretization of imaginary time, thus introducing a systematic
time step error, called the Trotter error. Nearly 20 years ago
it was realized that time discretization is not necessary for the
simulation of lattice models [6,7]. Besides increased accuracy
due to the absence of a Trotter error, continuous imaginary-
time formulations often results in a more efficient and flexible
algorithm [3]. In Ref. [29] a continuous-time QMC method for
lattice fermions has been proposed. However, the scaling of
this algorithm and numerical stabilization have not been dis-
cussed in this paper and we are not aware of any application of
the algorithm. Further development on fermionic continuous-
time QMC algorithms [38] have focused on quantum im-
purity problems: the continuous-time interaction expansion
(CT-INT) algorithm [31], the continuous-time hybridization
expansion (CT-HYB) algorithm [33], and the continuous-time
auxiliary field (CT-AUX) [32] algorithm. CT-INT and CT-
AUX are based on weak-coupling expansion of the action
and share the same scaling as the Hirsch-Fye method [39].
These methods have revolutionized the simulation of quantum
impurity problems and DMFT calculations [38]. However, for
lattice models they remained suboptimal compared to the BSS
method due to their cubic scaling in the inverse temperature.
Very recently an efficient continuous-time algorithm has been
developed by two of the authors that scales identically to the
time-honored BSS method [30] and can be used both with an
auxiliary field (LCT-AUX) and without (LCT-INT). The prefix
“L” indicating both their linear scaling and their applicability
to lattice models. In Table I we summarize some properties of
these determinantal QMC methods.

Finite-temperature determinantal QMC methods can be ex-
tended to projector formulations [23,34–37], where the ground
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We present a guiding principle for designing fermionic Hamiltonians and quantum Monte Carlo (QMC)
methods that are free from the infamous sign problem by exploiting the Lie groups and Lie algebras that
appear naturally in the Monte Carlo weight of fermionic QMC simulations. Specifically, rigorous
mathematical constraints on the determinants involving matrices that lie in the split orthogonal group
provide a guideline for sign-free simulations of fermionic models on bipartite lattices. This guiding
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simulate physical systems that were previously prohibitive because of the sign problem.
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One of the biggest challenges to the classical simulation
of quantum systems is the infamous fermion sign problem
of quantum Monte Carlo (QMC) simulations. It appears
when the weights of configurations in a QMC simulation
may become negative and therefore cannot be directly
interpreted as probabilities [1]. In the presence of a sign
problem, the simulation effort typically grows exponen-
tially with system size and inverse temperature.
While the sign problem is nondeterministic polynomial

hard [2], implying that there is little hope of finding a generic
solution, this does not exclude ad hoc solutions to the sign
problem for specific models. For example, one can some-
times exploit symmetries to design appropriate sign-
problem-free QMC algorithms for a restricted class of
models [3]. However, it is unclear how broad these classes
are and it is in general hard to foresee whether a given
physical model would have a sign problem in any QMC
simulations. The situation is not dissimilar to the study of
many intriguing problems in the nondeterministic polyno-
mial complexity class, where a seemingly infeasible prob-
lem might turn out to have a polynomial-time solution
surprisingly [4].
A fruitful approach in pursuing such specific solutions is

to design Hamiltonians that capture the right low energy
physics and allow sign-problem-free QMC simulations at
the same time, called “designer” Hamiltonians [5]. This
naturally calls for design principles. For bosonic and
quantum spin systems a valuable guiding principle is the
Marshall sign rule [6,7], which ensures non-negative
weight for all configurations. The design of the sign-
problem-free fermionic Hamiltonians is harder. The meth-
ods of choice for fermionic QMC simulations are the
determinantal QMC approaches, including traditional dis-
crete-time [8] and new continuous-time approaches [9–13].
Both approaches map the original interacting system to free

fermions with an imaginary-time dependent Hamiltonian.
The partition function is then written as a weighted sum of
matrix determinants after tracing out the fermions [8,9,12]:

Z ¼
X

C

fC det ½I þ T e−
R

β

0
dτHCðτÞ&; ð1Þ

where fC is a c number and HCðτÞ is an imaginary-time
dependent single-particle Hamiltonian matrix (whose
matrix elements denote hopping amplitudes and on-site
energies on a lattice), both depending on the Monte Carlo
configuration C. T denotes the time ordering and I is the
identity matrix. The appearance of the matrix determinant
complicates the analysis of the sign problem because it is
often not straightforward to see the sign of the Monte Carlo
weight of a given configuration [14,15], and the sign of the
determinant is related [16] to the Aharonov-Anandan phase
[17] of the imaginary-time evolution. The situation is
further complicated by the fact that even for a given
physical model the choice of the effective Hamiltonian
HC is not unique (it depends on details of the QMC
algorithm such as whether and how to perform an auxiliary
field decomposition) and the specific choice may affect the
appearance of the sign problem [14,18,19].
One successful guiding principle for fermionic simula-

tions that has been discovered in the context of nuclear
physics [20,21], lattice QCD [22], and condensed matter
physics [23] relies on the time-reversal symmetry (TRS) of
the effective Hamiltonian HC. TRS ensures a non-negative
matrix determinant in Eq. (1) because the eigenvalues of the
matrix necessarily appear in Kramers pairs. A typical
example of this kind is the attractive Hubbard model at
balanced filling of two spin species, where after decom-
position of the interaction term the Monte Carlo weight
even factorizes into the product of two identical matrix
determinants. Additional conditions such as half filling and
bipartiteness of the lattice lead to a solution of the sign
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�⌧1Ĥ0
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Asymmetric Hubbard model

Realization: mixture of ultracold fermions (e.g. 6Li and 40K)
Now, continuously tunable by spin-dependent modulations

t#t"

our experimental resolution, we could measure a suppres-
sion by at least a factor of 25).

We also checked the behavior of jJeff=Jj as a function of
! for a fixed value ofK0 ! 2 (see inset in Fig. 2) and found
that, over a wide range of frequencies between @!=J " 0:3
and @!=J " 30, the tunneling suppression works,
although for @!=J & 1 we found that jJeff#K0$=Jj deviated
from the Bessel function near the zero points, where the
suppression was less efficient than expected. In the limit of
large shaking frequencies (!=2! * 3 kHz, to be com-
pared with the typical mean separation of "15 kHz be-
tween the two lowest energy bands at V0=Erec ! 9), we
observed excitations of the condensate to the first excited
band of the lattice. In our in situ expansion measurements,
these band excitations (typically less than 30% for K0 > 3
and less than 10% for K0 < 3) were visible in the conden-
sate profile as a broad Gaussian pedestal below the near-
Gaussian profile of the ground-state condensate atoms.
From the widths of those pedestals, we inferred that
jJeff=Jj of the atoms in the excited band also followed
the Bessel-function rescaling of Eq. (2) and that the ratios
of the tunneling rates in the two bands agreed with theo-
retical models.

We now turn to the phase coherence of the BEC in the
shaken lattice, which was made visible by switching off the
dipole trap and lattice beams and letting the BEC fall under
gravity for 20 ms. This resulted in an interference pattern
whose visibility reflected the condensate coherence [20]. In
the region between the first two zeros of the Bessel func-

tion, where J 0 < 0, we found an interference pattern [see
Fig. 3(a)] that was shifted by half a Brillouin zone. This
shift can be interpreted as an inversion of the curvature of
the (quasi)energy band at the center of the Brillouin zone
when the effective tunneling parameter is negative. We
then quantified the visibility V ! #hmax % hmin$=#hmax &
hmin$ of the interference pattern after shaking the conden-
sate in the lattice for a fixed time between 1 and" 200 ms
and finally accelerating the lattice to the edge of the
Brillouin zone. In the expression for V , hmax is the mean
value of the condensate density at the position of the two
interference peaks, and hmin is the condensate density in a
region of width equal to about 1=4 of the peak separation
centered about the halfway point between the two peaks.
For a perfectly phase-coherent condensate, V " 1,

FIG. 3. Phase coherence in a shaken lattice. (a) Dephasing
time "deph of the condensate as a function of K0 for V0=Erec !
9 and !=2! ! 3 kHz. The vertical dashed line marks the
position of K0 ! 2:4 dividing the regions with Jeff > 0 (left)
and Jeff < 0 (right). In both regions, a typical (vertically inte-
grated) interference pattern without final acceleration to the zone
edge is shown (the x axis is scaled in units of the recoil
momentum prec ! h=dL.) Inset: Rephasing time after dephasing
at K0 ! 2:4 and subsequent reduction of K0. (b) Dephasing time
as a function of @!=J for K0 ! 2:2.

FIG. 2. Dynamical suppression of tunneling in an optical lat-
tice. Shown here is jJeff=Jj as a function of the shaking parame-
ter K0 for V0=Erec ! 6, !=2! ! 1 kHz (squares), V0=Erec ! 6,
!=2! ! 0:5 kHz (circles), and V0=Erec ! 4, !=2! ! 1 kHz
(triangles). The dashed line is the theoretical prediction.
Inset: jJeff=Jj as a function of ! for K0 ! 2:0 and V0=Erec !
9 corresponding to J=h ! 90 Hz.

PRL 99, 220403 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
30 NOVEMBER 2007

220403-3

Lignier et al, PRL 2007 and many others

6=

t#/t" 2 (�1,1)

U

Jotzu et al, PRL 2015



Two limiting cases
VOLUME 22, NUMBER 19 PHYSICAL REVIEW LETTERS 12MA+ 1969

i Teor. Fiz.—Pis'ma Redakt. 7, 153 (1968) [transla-
tion: JETP Letters 7, 117 (1968)].
8M. T. Loy and Y. R. Shen, to be published. The es-

sence of the technique is to extract the pulse signal
s (t) from the convolution integral R(t) = f ~ s (v)g(t-v)
x «, where R{t) and g(t) are response functions of the
detection system to the pulse signal aad to a pulse of
6 function, respectively. Allowing the possibility of
different pulse shapes, we were able to measure the
pulse width with an accuracy of &0 psec for a 200-
psec pulse and of &0 psec for a 100-psec pulse. The
time constant of our detection system was about 400
psec.

YT. K. Gustafson, J. P. Taran, H. A. Haus, J. R.
Lifsitz, and P. L. Kelley, Phys. Rev. 177, 306 (1969).
Y. R. Shen and N. Bloembergen, Phys. Rev. 137,

1787 {1965). The calculation on the saturation effect
in this reference has recently been verified by M. Mai-
er and W. Kaiser, to be published.
~P. L. Kelley, Phys. Rev. Letters 15, 1005 (1965).
~ We have been informed that T. K. Gustafson and
J. P. Taran have obtained similar results.
M. Naier, W. Kaiser, and J. A. Giordmaine, Phys.

Rev. Letters 17, 1275 (1966).
~2J. H. Marburger and E. L. Dawes, Phys. Rev. Let-
ters 21, 556 (1968), and Phys. Rev. (to be published).

SIMPLE MODEL FOR SEMICONDUCTOR-METAL TRANSITIONS:
SmB~ AND TRANSITION-METAL OXIDES

L. M. Falicov*
Department of Physics, University of California, Berkeley, California 94720

and

J. C. Kimballg
Department of Physics, and The James Franck Institute, University of Chicago, Chicago, Illinois 60637

(Received 12 March 1969)
We propose a simple model for a semiconductor-metal transition, based on the exis-

tence of both localized (ionic) and band (Bloch) states. It differs from other theories in
that we assume the one-electron states to be essentially unchanged by the transition.
The electron-hole interaction is responsible for the anomalous temperature dependence
of the number of conduction electrons. For interactions larger than a critical value, a
first-order semiconductor-metal phase transition takes place.

Many substances, including SmBS' and a num-
ber of transition-metal oxides, ' exhibit semicon-
ductor-metal transitions. ' The transitions are
in many cases first-order phase transitions (e.g. ,
in V,O, ); however, they can also result from a
gradual but anomalously large increase in can-
ductivity over a range of temperatures (e.g. , in
SmB, and Ti,O,). In addition, measurements of
large magnetic susceptibilities with anomalous
temperature dependences suggest that in many of
these materials localized magnetic moments ex-
ist and that they are intimately connected with
the transition. As an example, it has been hy-
pothesized' that in SmB, the conduction electrons
and the localized moments are produced simul-
taneously by the promotion of a single localized
electron from the spherically symmetric Sm++
ion (4= 0) into a conduction band The Sm+. ++ ion
left behind (J= —,') acts as a localized moment.
We present here a simple theory of the semi-

conductor-metal transition based on a model hav-
ing both localized and itinerant interacting quasi-
particle states. The relevant single-electron
states consist of (a) bands of extended Bloch func-

tions and (b) a set of localized states centered at
the sites of the metallic ions in the crystal. As
T—0 the localized states are lower in energy
than the band states and are fully occupied by
electrons. Therefore the quasiparticle excita-
tions are either localized holes or itinerant elec-
trons. In the language of second quantization and
in the spirit of the Landau theory of Fermi liq-
uids, we write the one-particle terms as

H =Pe (k)a-~a- +gab tb0 v vkg vkg . ig ig'
vkg Sg

where avko4 creates an electron in state k, band
v, with spin o, and b, o~ creates a hole with spin
o at site i. The energies ev(k) and F. are positive
definite and such that

n =—min[E + e (k) j & 0

is the energy gap for the formation of an elec-
tron-hole pair. We further assume that the qua-
siparticle interaction is screened, and its range
short enough so that only intra-atomic terms
need be considered. In this case the interaction

Long-range spin order on bipartite 
lattices with infinitesimal repulsion

“Fruit fly” of DMFT 

Kennedy and Lieb 1986
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Finite Tc in 2D because of broken discrete Z2 symmetry
Advantage in 3D ? 
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Locate the critical temperature

2D Ising value 
η=0.25

Universal 
crossing value 

of  2D Ising

U/t" = 4.0t#/t" = 0.15

Liu and LW, PRB 2015
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Scaling analysis ⌫ = 0.84(4)

z + ⌘ = 1.395(7)
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Fig. 18.2. Schematic representation of the Hamiltonian matrix of the Hubbard model with
L = 4, N↑ = 3, N↓ = 2, and periodic boundary conditions

constructed using the projector

Pk =
1
L

L−1∑

j=0

e2πijk/LT j . (18.14)

Clearly, for a given (unsymmetrized) state |n⟩, the state Pk|n⟩ is an eigenstate of T ,

TPk|n⟩ =
1
L

L−1∑

j=0

e2πijk/LT j+1|n⟩ = e−2πik/LPk|n⟩ , (18.15)

where the corresponding eigenvalue is exp(−2πik/L) and 2πk/L is the discrete
lattice momentum. Here we made use of the fact that T L = 1 (on a ring with L
sites, L translations by one site let you return to the origin). This property also
implies exp(−2πik) = 1, hence k has to be an integer. Due to the periodicity of the
exponential, we can restrict ourselves to k = 0, 1, . . . , (L − 1).

The normalization of the state Pk|n⟩ requires some care. We find

P †
k =

1
L

L−1∑

j=0

e−2πijk/LT−j =
1
L

L−1∑

j′=0

e2πij′k/LT j′ = Pk

P 2
k =

1
L2

L−1∑

i,j=0

e2πi(i−j)k/LT i−j =
1
L

L−1∑

j′=0

e2πij′k/LT j′ = Pk , (18.16)

as we expect for a projector. Hence, ⟨n|P †
kPk|n⟩ = ⟨n|P 2

k |n⟩ = ⟨n|Pk|n⟩. For
most |n⟩ the states T j|n⟩ with j = 0, 1, . . . , (L − 1) will differ from each other,
therefore ⟨n|Pk|n⟩ = 1/L. However, some states are mapped onto themselves by a
translation T νn with νn < L, i.e., T νn |n⟩ = eiφn |n⟩ with a phase φn (usually 0 or
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constructed using the projector
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Clearly, for a given (unsymmetrized) state |n⟩, the state Pk|n⟩ is an eigenstate of T ,

TPk|n⟩ =
1
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e2πijk/LT j+1|n⟩ = e−2πik/LPk|n⟩ , (18.15)

where the corresponding eigenvalue is exp(−2πik/L) and 2πk/L is the discrete
lattice momentum. Here we made use of the fact that T L = 1 (on a ring with L
sites, L translations by one site let you return to the origin). This property also
implies exp(−2πik) = 1, hence k has to be an integer. Due to the periodicity of the
exponential, we can restrict ourselves to k = 0, 1, . . . , (L − 1).
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most |n⟩ the states T j|n⟩ with j = 0, 1, . . . , (L − 1) will differ from each other,
therefore ⟨n|Pk|n⟩ = 1/L. However, some states are mapped onto themselves by a
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